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A many-body polarizable force field has been developed and validated for ionic liquids (ILs) containing
1-methyl-3-alkylimidazolium, 1-alkyl-2-methyl-3-alkylimidazolium, N-methyl-N-alkylpyrrolidinium, N-alkyl-
pyridinium, N-alkyl-N-alkylpiperidinium, N-alkyl-N-alkylmorpholinium, tetraalkylammonium, tetraalkyl-
phosphonium, N-methyl-N-oligoetherpyrrolidinium cations and BF4

-, CF3BF3
-, CH3BF3

-, CF3SO3
-, PF6

-,
dicyanamide, tricyanomethanide, tetracyanoborate, bis(trifluoromethane sulfonyl)imide (Ntf2

- or TFSI-),
bis(fluorosulfonyl)imide (FSI-) and nitrate anions. Classical molecular dynamics (MD) simulations have been
performed on 30 ionic liquids at 298, 333, and 393 K. The IL density, heat of vaporization, ion self-diffusion
coefficient, conductivity, and viscosity were found in a good agreement with available experimental data.
Ability of the developed force field to predict ionic crystal cell parameters has been tested on four ionic
crystals containing Ntf2

- anions. The influence of polarization on the structure and ion transport has been
investigated for [emim][BF4] IL. A connection between the structural changes in IL resulting from turning
off polarization and slowing down of ion dynamics has been found. Developed force field has also provided
accurate description/prediction of thermodynamic and transport properties of alkanes, fluoroalkanes, oligoethers
(1,2-dimethoxyethane), ethylene carbonate, propylene carbonate, dimethyl carbonate, hydrazine, methyhy-
drazine, dimethylhydrazine, acetonitrile, dimethyl amine, and dimethyl ketone.

1. Introduction

Room temperature ionic liquids (ILs) have attracted signifi-
cant attention from the scientific community over the past
decade.1 ILs have been widely investigated for a variety of
applications including solvents for synthetic and catalytic
applications,2 lubricants,3,4 lithium batteries,5-8 actuators,9,10

sensors,11 reaction media,12 replacement of conventional sol-
vents,13 active pharmaceutical ingredients,12 and hypergolic
propellants.14 The negligible vapor pressure, good thermal and
electrochemical stability, good dissolution with many organic
and inorganic compounds, low flammability,15 and a wide
variety of possible anions and cations are a few examples of
the properties that make ILs exciting alternative materials for
many applications. Importantly, IL properties can be tailored
for specific chemical (separation, catalysis, reactions, propellants,
explosives) or electrochemical (battery, actuators, supercapaci-
tors) applications by tuning the combination of cations and
anions to achieve the desired thermodynamic, solvating, and
transport properties. For example, higher charge delocalization
improves ion transport,16,17 and the length and nature of
substituted groups affect melting (Tm) and glass transition (Tg)
temperatures as well as thermal stability.18,19

The availability of a large number of cations and anions
for ILs presents tremendous opportunities for finding optimal
cation/anion pairs and IL mixtures for the design of ILs
targeted toward specific applications. However, screening a
large number of possible cation/anion combinations also
presents an enormous challenge for product design as
synthesis, purification, and characterization of a large number
of ILs are expensive. Efficient and reliable predictive tools

can speed up the development cycle not only by providing
expedient predictions of properties for specific ILs and IL
mixtures, but also by providing an improved fundamental
understanding of ILs and data needed for the development
of empirical structure-property relationship models. A
number of empirical correlations for IL properties have been
recently suggested such as the dependence of the degree of
dynamic ion correlation on anionic donor ability (Lewis
basicity), hydrogen bond donor acidity,20 and relationship
between solvent polarity and molar volumes.21 Other studies22,23

suggested that various molecular orbital, thermodynamic, and
electrostatic descriptors also influence IL melting temperature
(Tm), density, and dielectric properties.23 The speed of sound
has been correlated with the surface tension and density.24

Similarly, a correlation between the heat of vaporization and
surface tension has been proposed.25 Group contribution
methods26,27 have also shown some success in describing
density and viscosity28 (with errors often less than 28%) for
a number of ILs. However, hydrogen-bonded ILs have been
shown to require special modification of the group contribu-
tion method.29 So far, it has proved challenging to develop
generic correlations between chemical structure and thermo-
dynamic and particularly transport properties of ILs especially
when novel groups are introduced in the IL structure
indicating a need for new methods that can take into account
all details of the chemical structure.

Molecular dynamics (MD) simulations are emerging as a
good complementary (to empirical correlations) option for
reliable prediction of IL properties. Indeed, most structural,
thermodynamic, and transport properties of ILs are readily
accessible from simulations. Realization of the potential
power of MD simulations in predicting properties and
assisting in obtaining fundamental understanding of ILs has
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sparked tremendous interest in this field leading to numerous
MD simulation studies reported on ILs with imidazolium,30-59

pyridinium,60 pyrrolidinium,61-63 triazolium,64,65 tetraalkyl-
phosphonium,66 and tetraalkylammonium,67-69 cations, and
an variety of anions have provided valuable insights that have
led to improved understanding of IL structure, transport, and
interactions of IL with lithium salts48,49 and fluids such as
CO2,70,71 water,32 and methane.32 Central to accurate predic-
tion of IL properties from MD simulations is the quality of
the force field used. Unfortunately, many researchers37,44,47,72-74

have provided little or no validation of the force field used
in their simulations of ILs leaving open the question of how
well the underlying structure, thermodynamics, and transport
propertiesarepredictedbysimulations.Othergroups40,41,46,61,75-78

have developed force field specifically for a very narrow set
of ILs of their interest and have validated it against available
experimental data. The latter studies are often limited to one
or perhaps a few ILs. While they can provide valuable
understanding of the properties of the specific ILs, it is not
clear whether the same force field can be utilized for
simulations of other ILs that are composed from similar
functional groups or have a different anion/cation combina-
tion. Effective utilization of MD simulations in the design
of new materials heavily relies on accuracy, reliability, and
particularly transferability of the force field, properties that
are largely untested and unproven for existing IL force fields.

Only a few groups led by Padua, Canongia Lopes, and
Maginn, Acevedo have made consistent efforts in constructing
IL force fields that would be applicable beyond a few
compounds of interest, while tens of other groups reported
MD simulations for a few ILs only. Canongia Lopes and
Padua developed a force field for ILs covering the broadest
set of cations40,41,45,48,50,52,61,75,77,79-83 such as imidazolium+

including trialkylimidazolium+ and alkoxycarbonyl-imida-
zolium+, pyridinium+, phosphonium+ and anions such as
alkylsulfonate-, alkylsulfate-, bis(trifluoromethane sulfone
imide) (TFSI or Ntf2), bis(fluorosulfonyl)amide (FSI-),
chloride, bromide, and dicyanamide- (N(CN)2

- or dca-)
anions. While the number of ILs included in the force field
reported by this group is impressive and IL density and crystal
phase cell parameters are well reproduced, the ability of this
force field to predict heat of vaporization and transport
properties is much less so. For example, the enthalpy of
vaporization for [emim][Ntf2] was found approximately 20
kJ/mol higher84 than values obtained from three independent
experimental measurements.57 The self-diffusion coefficients
obtained from simulations using the force field of Padua et
al. were a factor of 5 smaller than experimental values for
[emim][Ntf2].57 Balasubramanian’s group has utilized Padua’s
force field in their simulations and concluded56 that for
[mmim][Cl] and [bmim][PF6], simulations were not able to
accurately reproduce details of the cation and anion coordina-
tion. Moreover, the ion transport in ILs was found to be quite
sluggish compared to experiments. Similarly sluggish trans-
port has been found in simulations by Picálek et al.59 of
[emim][PF6], [bmim][PF6], and [bmim][BF4] utilizing five
different force fields. Sambasivarao and Acevedo85 have
recently published an OPLS-AA type force field for 1-alkyl-
3-methylimidazolium, N-alkylpyridinium, and choline cations,
along with Cl-, PF6

-, BF4
-, NO3

-, AlCl4
-, Al2Cl7

-, Ntf2
-,

saccharinate, and acesulfamate anions reporting good agree-
ment for density, but no transport properties were given.

Maginn’s group has also constructed a force field for a
number of ILs.32,42,43,60,64,86-90 A force field developed by

Maginn’s group has been validated against experimental data
on self-diffusion coefficients, heat capacity, melting points, and
viscosity. While for some ILs such as [emim][Ntf2] and
[bmim][PF6] simulations using Maginn’s force field have yielded
good agreement with experimental data, unlike results for
Padua’s force field, there is a number of alkylpyridinium-based
ionic liquids for which predicted apparent self-diffusivities are
roughly 10 times lower than experimental values.60 Interestingly,
in some simulations56,91 of [alkylimidazolium][PF6], reduced ion
charges of 0.9e and 0.8e (e ) electron charge) were used. We
speculate that the reduction of ion charges and Coulomb
interactions has helped to achieve an improved description of
IL transport properties. However, it is not necessary to reduce
ion charges to achieve good description of IL transport. For
example, Micaelo et al.51 have taken a different route by setting
the cation and anion charges to 1e and -1e and optimizing F-F
and O-O Lennard-Jones parameters for PF6

- and NO3
- to

match experimental density, self-diffusion coefficient, and
viscosity data for [bmim][PF6] and [bmim][NO3] ILs. They
assumed a very low 0.001-0.01 kJ/mol values for the well depth
for P-P and N-N (of NO3

-) Lennard-Jones interaction. While
highly successful in describing density and transport properties
of [bmim][PF6] and [bmim][NO3] Micaelo’s force field predicted
heat of vaporization (Hvap) of 123.3 and 130.2 kJ/mol for these
ILs, respectively, at 298 K. These predicted simulation Hvap

values seem to be lower than the experimental estimates25 of
∼168 kJ/mol for these ILs indicating a possible pitfall in the
otherwise excellent force field. One should keep in mind that
the experimental Hvap data were extrapolated from ∼500 to
298 K.

There are only a few instances when a developed IL force
field has been shown to accurately describe IL density, heat
of vaporization, ion transport, and viscosity. Loddermann,
Paschek, and Ludwig’s57 force field for [alkylimidazolium]-
[Ntf2] ILs is a clear example of such a success. In summary,
we note that the development of the IL force field that is
capable of predicting thermodynamics, structural, and trans-
port properties for a wide range of ILs is a difficult task that
is far from being complete despite an exponentially increasing
number of IL simulation papers.

An objective of this work is to develop a force field that would
be applicable to a wide class of ILs and validate the ability of
MD simulations using this force field to reproduce/predict
density, heat of vaporization, ion self-diffusion coefficient, ionic
conductivity, and viscosity of ILs in a liquid state. A limited
investigation of the ability of the developed force field to predict
IL crystal structures will also be reported but will be extended
in the future work. This force field is envisioned as an integral
part of the Atomistic Polarizable Potential for Liquids, Elec-
trolytes, & Polymers (APPLE&P) force-field database that is
currently under development in our group. Figure 1 shows types
of anions and cations chosen for this endeavor. This particular
set of ions covers a range of popular ILs, for which experimental
data necessary for the force field validation are available in the
literature. Quite importantly, ions shown in Figure 1 also allow
us to thoroughly investigate the force-field transferability by
combining various groups in a number of ways without changing
the repulsion-dispersion nonbonded parameters. As the
repulsion-dispersion are the only parameters that are fit to
experimental data we consider transferability of these parameters
between various compounds and chemical environments to be
of critical importance for the predictive capabilities of the
developed force field and APPLE&P database. The repulsion-
dispersion parameter transferability is tested by modifying BF4

-
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anion with -CF3
- or -CH3

- groups resulting in CH3BF3
- or

CF3BF3
- anions or by changing anion from TFSI- or Ntf2 or

(CF3SO2)2N- to FSI-d(FSO2)2N- and to CF3SO3
- while

keeping the repulsion-dispersion parameters for oxygen, fluo-
rine, and sulfur the same, or by increasing the size of the alkyl
tail, or by changing alkyl tails to oligoethers, therefore introduc-
ing hydrogen bonding and strong dipolar interactions in ILs.
Considering N(CN)2

-, C(CN)3
-, B(CN)4

- anions allowed us to
test transferability of the cyano group repulsion-dispersion
parameters. Many of the chosen anions such as TFSI-, FSI-,
N(CN)2

-, C(CN)3
-, BF3CF3

- with broad charge delocalization
have been chosen because they yield ILs with low melting and
glass transition temperatures, relatively low viscosity, and fast
ion transport, which are desired for numerous applications.

2. Force-Field Development Methodology

The following form of the force field relating the potential
energy Utot(r) to atomic coordinates r for the ensemble of
atoms has been chosen. It is split into nonbonded UNB(r) and
bonded contributions as given by

where the sums are over all bonds, bends, dihedrals, and
improper dihedrals in the system. The contributions to the
potential energy due to bonds, bends, dihedrals, and out-of-
plane bending (improper dihedrals) are

where θijk and θijk
0 are the instantaneous and natural bending

angles for atoms i, j and k; φijkl is the dihedral angle for atoms
i, j, k, and l; and φijkl

imp is the out-of-plane bending angle for
an sp2 center at atom j. The strength of these interactions is
characterized by the corresponding force constants kR�γ

BEND,
kR�γδ,n

DIHEDRAL, and kR�γδ
IMP , respectively. The subscripts R, �, γ, and

δ denote atom type for atoms i, j, k, and l, respectively.
The nonbonded energy UNB(r) consists of the sum of two-

body repulsion and dispersion energy terms URD(r), the energy
due to interactions of fixed charges Ucoul(r), and the polarization

Figure 1. A representative set of anions and cations for which the many-body polarizable force field has been developed.

Utot(r) ) UNB(r) + ∑
bends

UBEND(θijk) +

∑
dihedrals

UDIHEDRAL(φijkl) + ∑
improper

dihedrals

UIMP(φijkl
imp) (1)

UBEND(θijk) )
1
2

kR�γ
BEND(θijk - θijk

0 )2 (2)

UDIHEDRAL(φijkl) ) ∑
n

1
2

kR�γδ,n
DIHEDRAL[1 - cos(nφijkl)]

(3)

UIMP(φijkl
imp) ) 1

2
kR�γδ

IMP (φijkl
imp)2 (4)
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energy Upol(r) arising from the interaction between induced
dipoles with fixed charges and other induced dipoles,

where µbi ) RiEbi
tot is an induced dipole at force center i, Ri is

the isotropic atomic polarizability, Ebi
tot is the total electrostatic

field at the atomic site i due to permanent charges qj and induced
dipoles µbj, ε0 is the dielectric permittivity of vacuum, Ebi

0 is the
electric field due to fixed charges only, AR� and BR� are the
repulsion parameters and CR� is the dispersion parameter for
interaction between atoms i and j with atom types R and �.
The term D(12/BR�rij)12, with D ) 5 × 10-5 kcal/mol for all
pair interactions, is essentially zero at typical nonbonded atomic
separations, but becomes the dominant term at rij < 1 Å, ensuring
that URD(r) is repulsive at distances much smaller than the size
of an atom. Intramolecular nonbonded interactions are included
for atoms separated by three or more covalent bonds. We used
Thole screening92 (aT ) 0.2) that smears induced dipoles in order
to prevent the so-called “polarization catastrophe” from occur-
ring. The intramolecular interaction between an induced dipole
and a partial charge separated by three bonds was scaled by
0.8. Finally, for heteroatom interactions, the modified Waldman-
Hagler combining rules92 were used

These combining rules have been successfully used by us for
simulations of liquids,92,93 polymers, electrolytes,92,94 and ionic
liquids.62,63,95,96

A, B, and C parameters can be expressed in terms of potential
well depth ε, the interatomic separation at the minimum R*,
and the steepness parameter λ as given by eq 7-9

We followed the previously described force-field development
methodology62,92 that is briefly summarized here. First, atomic
polarizabilities are determined by fitting to the molecular
polarizability of in the gas phase determined from quantum
chemistry (QC) calculations and by fitting the polarization
contribution to the binding energy for the interaction of anions
with a 1e charge and cations with the -1e charge. Second,
partial charges are fit to describe the electrostatic potential on
a grid of points around a molecule, as well as molecular gas
phase dipole moment, all obtained from QC calculations. Third,
bond lengths and natural bending angles are fit to reproduce
the gas-phase geometries obtained from quantum chemistry,
while bending force constants are either taken from previously

developed force fields or fit to the energy for the bending angle
distortions obtained from quantum chemistry. Finally, dihedral
angle parameters are determined by fitting the gas phase
conformational-energy surface of model molecules as deter-
mined from quantum chemistry.

Partial Atomic Charges. To establish partial atomic charges,
the electrostatic potentials on grids of evenly spaced points
(∼105 points) around the low-energy gas-phase conformers as
well as the dipole moments µbi of these molecules were calculated
at the MP2/aug-cc-pvDz level, except for anions for force field
version greater than f1e12. The MP2/cc-pvTz level was used
for the later. Charge-bond increments were used to calculate
partial atomic charges. The value qi of the partial charge
positioned on atom i is calculated as a sum of all charge-bond
increments that involve atom i, as shown in eq 10.

A set of charge-bond increments (δb) was determined by
minimizing the objective function

where φij
QC and φij

FF are the electrostatic potential for the ith
molecule (or complex) at the jth grid point from QC and the
developed force field (FF), respectively, µbi

QC and µbi
FF are dipole

moments for molecule i. The relative weights for fitting
electrostatic potential and the dipole moments were set to 1.0
and 0.1, respectively. The electrostatic potential for points closer
than 1.8 Å to oxygen and fluorine, 1.5 Å to hydrogen, 2.5 Å to
carbon atoms, and 2 Å for all other atoms were excluded from
the fitting, as were points further than 4 Å away from any atom.

A lone pair (Lp, type 2) has been added to oxygen atoms in
C-O-C bends in oligoethers and carbonates as previously
discussed.97 The length of the Lp-O bond (0.65 Å) and
Lp-O-Lp angle (102°) were fit in order to obtain the best
description of the electrostatic potential around 1,2-dimethoxy-
ethane (DME). It also has been found that the description of
electrostatic potential around a FSI- anion could improved by
a almost a factor of 2 by placing an additional force center with
a partial charge (denoted Lp, type 1) in the plane of S-N-S
bend as shown in Figure 1. Placing a set to two additional force
centers at the positions, where lone pairs are expected on the
nitrogen atom, yielded a less significant improvement in the
description of the electrostatic potential around FSI- compared
to adding one extended partial charge as shown in Figure 1.
Two set of force fields have been derived for the FSI- anion,
one with an extended charge (Lp) and the other one without it.
In the case of the Ntf2

- anion, an addition of an extended charge
resulted in a less significant improvement of the electrostatic
potential grid description, therefore, an extended charge center
has not been included in the Ntf2

- force field.
Valence Parameters. Bond lengths were set to the average

of the values for the corresponding bond type obtained from
QC calculations at the B3LYP/aug-cc-pvDz or M05-2X/aug-
cc-pvDz level for cations and neutral molecules, and M05-2X/
cc-pvTz or M06/cc-pvTz level for anions. Bond lengths were

UNB(r) ) URD(r) + Ucoul(r) + Upol(r) )

∑
i>j

(AR� exp(-BR�rij) - CR�rij
-6 + D( 12

BR�rij
)12) +

∑
i>j

( qiqj

4πε0rij
)-1

2 ∑
i

µfi ·Ebi
0 (5)

Aij ) √AiiAjj

Bij
6

Bii
3Bjj

3
; Bij ) ( 2

Bii
-6 + Bjj

-6)1/6
;

Cij ) √CiiCjj (6)

A ) 6ε(exp λ)/(λ - 6) (7)

B ) λ/R* (8)

C ) ελ(R*)6/(λ - 6) (9)

qi ) ∑
j

nBonds

δij (10)

�2(δf) ) ∑
i)1

M [ ∑
j)1

NGRID
ωφ

NGRID
(φij

QC - φij
FF(δf))2 +

ωµf(µfi
QC - µfi

FF(δf)2)2] (11)
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constrained in MD simulations except for BF4
- and PF6

- anions,
for which harmonic springs were used. The QC calculations
using triple-
 basis sets for anions were chosen over aug-cc-
pvDz basis set as triple-
 basis sets yielded a consistently better
agreement with the bond lengths extracted from X-ray measure-
ments of ionic crystals. The natural bending angles (θijk

0 ) were
fit to the bending angles of the optimized QC geometries. The
torsional (dihedral) parameters were fit to energetics from MP2/
aug-cc-pvDz//B3LYP/aug-cc-pvDz or MP2/aug-cc-pvDz//M05-
2X/aug-cc-pvDz levels except for FSI- and Ntf2

- (or TFSI-)
anions as discussed below. During the initial part of the project
improved M05-2X and M06 density functionals were not
available, and the B3LYP density functional was used for
geometry optimization.

The scans of FSI- and NTf2
- (TFSI-) dihedral angles were

performed at a number of levels of theory in QC calculations
as shown in Figure 2 with all degrees of freedom relaxed except
for those shown in Figure 2. The aug-cc-pvDz (Dz) and cc-
pvTz basis sets were utilized for geometry optimization unlike
the previous work where HF/6-31G* level was used for
geometry optimization.61 Figure 2 indicates that M05-2X/Dz
density functional yields similar results to MP2/Dz calculations.
Both TFSI- (Ntf2

-) and FSI- show two minima with the least
stable minima being split. During scans of C-S-N-S dihedral
of TFSI- a discontinuity was observed at -90° in M05-2X/cc-
pvTz calculations and at -105° at molecular mechanics
calculations. At the discontinuity point the second C-S-N-S
angle jumps from 74° to 129° in M05-2X/cc-pvTz calculations
and from 87° to 177° in the molecular mechanics drive using
developed force field. We consider force field fits to QC dihedral
angle scans to be excellent for FSI- anion and good for TFSI-

anion.
Repulsion-Dispersion Parameters. Fitting repulsion-

dispersion (R/D) interactions parameters (A, B, C in eq 5 or ε,
λ, R* in eqs 7-9) is the most challenging and controversial
part of force field development because they can be obtained
by fitting to a number of different data sets yielding somewhat
different potentials. The most often used data for fitting the
repulsion-dispersion parameters are crystal structures together
with sublimation energies, liquid densities, and heats of
vaporization (Hvap), vapor-liquid equilibrium data, and gas-
phase dimer binding energies obtained from QC calculations
or from the symmetry-adapted perturbation theory quantum
chemistry calculations. In this work we fit the R/D parameters
to the density and Hvap of nonionic liquids, while the density
and dynamic properties instead of heat of vaporization were

utilized for fitting IL-specific R/D parameters. We opted to
utilize transport properties of ILs for fitting R/D parameters
instead of Hvap as transport properties are more readily available
and reliable for a variety of ILs, while Hvap data are scarce for
ILs and are often obtained at high temperature (500 K) followed
by an extrapolation to room temperature. Moreover, a noticeable
difference was reported between Hvap for ILs obtained using
different techniques.57 In the case of determining the C · · ·C and
H · · ·H R/D parameters for n-alkanes we also utilized the self-
diffusion coefficients from pfg-NMR experiments in addition
to the density and Hvap to ensure that an accurate description of
dynamic properties is also achieved. To achieve a good
description of the thermodynamic and transport properties for
n-alkanes the R/D parameters for carbon atoms at chain ends
(-CH3 groups) were allowed to be slightly different from those
for the interior carbons. Specifically, the van-der-Waals well
depth ε (see eqs 7-9) for the Cm type (in CH3- groups) was
11% deeper than that for interior carbon atoms, while R* and
λ were the same. Table 1 lists the R/D types used in simulations
of nonionic and ionic liquids together with the properties and
compounds used for their fitting. Tables 2 and 3 give a list of
simulated nonionic and ionic liquids, respectively. The R/D
parameters were fit to liquids in the following order: n-alkanes
(yielding parameters for carbon and hydrogen atoms), fluoro-
alkanes (yielding parameters for fluorine atoms while using C
and Cm from n-alkanes), 1,2-dimethoxyethane (DME) (yielding
oxygen parameters), dimethyl amine, hydrazine, and methyl
hydrazine (yielding nitrogen and hydrogen connected to a
nitrogen parameters). The sp3 (hybridized) carbon R/D param-
eters were applied to the sp2 carbon atoms because the predicted
density and Hvap of benzene using these parameters were found
to be acceptable as shown in Table 2. The sp hybridized carbon
parameters were required for simulations of ILs containing
cyano groups. We fit the sp carbon R/D parameters to aceto-
nitrile (ACN). Transferability of the sp carbon R/D parameters
from ACN to alkynes such as 2-butyne was tested and found
to be marginal as density of 2-butyne from MD simulations
deviated by 3% from experimental data, while a good prediction
of the 2-butyne heat of vaporization has been observed as seen
from Table 2. Thus, the sp carbon parameters will need to be
further refined for the force fields targeting alkyne liquids, while
these R/D parameters are expected to perform satisfactory for
ILs containing cyano groups.

Fitting the R/D parameters for the nitrogen bearing a formal
positive charge in IL cations is complicated because the IL
density and transport properties are relatively insensitive to these

Figure 2. Dihedral drives for FSI- (a) and Ntf2
- (or TFSI-) (b) anions from quantum chemistry and molecular mechanics using developed force

field (FF). Dz denotes aug-cc-pvDz basis set.
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N+ · · ·N R/D parameters. Indeed, the N+ atoms are largely
shielded from the direct repulsive interactions with the anions.
For example, the closest anion atom approaching N+ of
N-propyl-N-methyl pyrrolidinium+ cation in [pyr13][Ntf2] IL is
around 4 Å,62 which is larger than the R* in eq 7-9, thus,
explaining the weak sensitivity of IL properties to the repulsive
parameters of N+ · · ·N+ interactions. Because of the low
sensitivity of IL properties to the N+ · · ·N+ R/D parameters we
opted for using an empirical correlation between the atom size
and its polarization given by eq 12.98

where R* is the position of the minimum of van-der-Waals
interactions (see eq 7-9) and R is the atomic polarizability.
Specifically, we reduced the size of N+ by 27% compared to
R*(N) using the polarization of N in a neutral molecule and
N+ in the alkylpyrrolidinium cation. We did not use eq 12 to
obtain the R/D parameters for P+ · · ·P+ interactions because the
IL transport properties and density of [P2225][Ntf2] were sensitive
enough to the R/D parameters that the later could be fit. It would

seem logical to apply the same relation between R* and R (eq
12) for the atoms in anions. However, we have not done so in
this version of the force field for two reasons: (1) polarization
of an anion in a condensed phase has been shown99 to be
significantly (up to 37% for Cl- in water) reduced from the
gas-phase value, (2) large basis sets with multiple augmentations
(diffuse functions) are needed to accurately calculate polarization
from QC calculations. In this work we used the N · · ·N R/D
parameters for N- · · ·N- in anions, except for the revised (f1e14)
version of nitrate anion. In the f1e14 version, the N- · · ·N-

parameters for nitrate anion were fit to density and transport
properties of [bmim][NO3]. The S- · · ·S- parameters were fit
to [emim][CF3SO3] density and self-diffusion coefficients. Atom
type definitions and atomic polarizabilities are summarized in
Supporting Information. Force field parameters are available to
academic groups for noncommercial research at no cost upon
signing a license agreement from Wasatch Molecular Inc.

3. Molecular Dynamics Simulations

A version of the MD simulation package Lucretius that
includes many-body polarization was used for all MD simula-

TABLE 1: The Repulsion-Dispersion (R/D) Types and a List of Compounds and Propertiesa Used for Their Fitting

label atom R/D types compounds used for fitting properties used for fitting

C, Cc sp3 and sp2 carbon, C- in C(CN)3
- C10H22 F, ∆Hvap, D

Cm sp3 carbon at chain ends (CH3-, CF3- groups) C3H8, C5H12 F, ∆Hvap, D
Ct sp carbon acetonitrile F, ∆Hvap

H H connected to C C10H22, C5H12 F, ∆Hvap, D
Hn H connected to N hydrazine, methyl hydrazine F, ∆Hvap

N neutral nitrogen, nitrogen with the formal charge -1e hydrazine, methyl hydrazine F, ∆Hvap

n+,N+ nitrogen with the formal charge +0.5e and +1e relation R* ≈ (polarizability)0.25 was used
yielding R*N+ ) 0.726 R*N for pyrrolidinium

O, Od all oxygen atoms (-O-, OdC, OdS) 1,2-dimethoxyethane, propylene carbonate F, ∆Hvap

F all fluorine atoms C4F10, C6F14 F, ∆Hvap

B- B in BF4
- [emim][BF4] F, D

S, S- sulfur in CF3SO3, Ntf2
- and FSI- [emim][CF3SO3] F, D

P- in PF6
- [emim][PF6] F, D

P+ in tetraalkylphosphonium cations [P2,2,2,5][Ntf2] F, λ

a F (density), ∆Hvap (heat of vaporization), D (self-diffusion coefficient), λ (ionic conductivity).

TABLE 2: Liquid Density (G), Heat of Vaporization (Hvap) and Self-Diffusion Coefficient (D) from MD Simulations and
Experiments (in Parentheses) at 1 atm. The Deviations of MD Data from Experimental Data Are Given as ∆G, ∆Hvap, ∆D

liquid T (K)
FMD (Fexp)
(kg/m3)

∆F (%) HMD
vap(Hexp

vap)
(kcal/mol)

∆Hvap (%)
DMD (Dexp)
(10-10 m/s2)

∆D (%)
ref to

exp. data

C3H8 321 575 (581) -1.0 4.29 (4.55) -6 57.3 (54.7) -5 116, 116, 117
C5H12 298 617 (621) -0.6 6.09 (6.39) -5 59 (56.2) -5 116, 116, 118
C6H14 298 651 (655) -0.6 7.33 (7.58) -3 116, 116
C10H22 298 729 (727) 0.3 12.25 (12.28) 0 13.1 (14) -6 116, 116, 119
2-butyne 293 715 (691) 3.0 6.53 (6.41) 2 120, 121
C6H6 298 861 (874) -1.5 7.82 (8.) -2.3 22.9 122
C4F10 273 1557 (1585) -1.7 5.35 (5.46) -2 6,123
C6F14 298 1663 (1675) -0.7 7.31 (7.51) -3 123
C9F20 295 1785 (1769) 0.9 123
1,2-dimethoxyethane (DME) 298 851.2 (861) -1.1 8.63 (8.70) -1 32.9 (31.5) 4 116, 122, 124
Diglyme 298 928 (934) -0.6 13.7 (13) 5 122, 124
dimethylamine (DMA) 273 686 (680) 0.8 6.36 (6.37) 0 42.5 + 8.8 122
dimethylnitramine (DMNA) 345 1116 (1109) 0.6 11.65 15.6 122
hydrazine 298 1009 (1004) 0.5 10.68 (10.68) 0 122
methylhydrazine 298 871 (870) 0.1 9.77 (9.65) 1 116, 122
dimethylhydrazine 298 800 (791a) 1.1 8.09 (8.42) -4 116, 122
propylene carbonate (PC) 303 1209 (1194) 1.3 13.5 (14.4b) 5.4 + 0.9 (5.8) 8 124-126
ethylene carbonate (EC) 313 1302 (1321) -1.5 13.8 7.8 + 1.2 (8.0) 13 122, 124
dimethyl carbonate (DMC) 298 1040 (1057) -1.4 8.88 (9.01) -1 22 + 3.4 (26) -2 122, 124, 127
dimethyl ketone 298 778 (785) -0.8 6.85 (7.47) -8 39.9 + 6.8 (37.5-40.9) 122, 122
acetonitrile (ACN) 298 769 (777) -1.0 7.8 (7.98) -2 38.5 + 6.4 116, 128

a At 22 °C. b At 25 °C.

R*(N+)/R*(N) ≈ (R(N+)/R(N))0.25 (12)
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tions.100 A three-dimensional, periodic cubic simulation cell
consisting of 125-180 ion pairs was simulated for all ILs with
the exception of [pyr13][Ntf2], [P2225][Ntf2], and [pyr13][FSI].
Two simulation cells were set up for [pyr13][FSI] comprising
100 and 216 ion pairs in order to investigate the influence of
the simulation cell size on the IL thermodynamic and transport
properties. The exact number of IL ion pairs used in simulation
is given in Supporting Information for all ILs. The IL initial
configurations were created in the gas phase corresponding to
a cell (linear) dimension of approximately 75-90 Å. The
dimensions of the simulation cells were reduced to yield
estimated densities at 393 K followed by 0.8-2 ns NPT run.
The average box sizes from the NPT runs were utilized in the
subsequent NVT production runs for all ILs except for
[emim][CF3BF3] and [emim][CH3BH3] for which the results
from NPT simulations are reported. The length of production
runs was always long enough to achieve the diffusive regime
in ILs and ranged from 4 to 64 ns except for the most recent
simulations of [bmim][NO3] using revised force field f1e14. The
Supporting Information section provides the simulation lengths
for all simulated temperatures. Previously reported101 density
and self-diffusion coefficients from MD simulations for
[EO2mim][Ntf2], [EO2mim][BF4], and [C7mim][Ntf2] ILs are
also reported here for completeness.

The Ewald summation method was used for electrostatic
interactions between partial charges with partial charges and
partial charges with induced dipole moments using k3 from 63

to 83 k-vectors, and R from 8.5-9.5 Å. The interaction between

an induced dipole and a partial charge separated by three bonds
was scaled by 0.8, providing an improved description of the
electrostatic potential around the molecules. Multiple time step
integration with an inner time step of 0.5 fs (bonded interac-
tions), a central time step of 1.5 fs for all nonbonded interactions
within a truncation of 7.0 Å, and an outer time step of 3.0 fs
for all nonbonded between 7.0 Å and the nonbonded truncation
distance of 10.5 or 11 Å as well as for the reciprocal part of
Ewald was employed. A Nose-Hoover thermostat (NPT and
NVT simulations) and a barostat (NPT simulations) were used
to control the temperature and pressure with the associated
frequencies of 10-2 and 0.5 × 10-3 fs. Induced dipoles were
calculated via a direct iteration with a predictor method. Pressure
tensor and virial were calculated using atom-based with bond
(constrained) forces.

Brownian dynamics simulations of ion pairs were performed
at 298 K for 1-4 ns to yield gas phase ion pair energies. The
number of simulated ion pairs was the same as in the simulation
box used for simulating the liquid phase.

Crystal simulations were performed on [emim][Ntf2],
[emim][CF3SO3], [pyr13][Ntf2] and [pyr14][Ntf2] ionic crystals
using an orthorhombic version of the simulation code at NPT
ensemble, where diagonal components of the P stress tensor
were set to 1 atm. The experimental coordinates were used as
an initial configuration. Simulation cell consisted of 128, 256,
216, and 144 ion pairs for [emim][Ntf2], [emim][CF3SO3],
[pyr13][Ntf2], and [pyr14][Ntf2] ionic crystals, respectively. Ionic
crystals were equilibrated for 0.2 ns followed by production

TABLE 3: Density (in kg m-3) of 30 ILs Predicted from MD Simulations Performed, Experimental Valuesa (in Parentheses)
Followed by the Deviation ∆G% of MD Simulation Predictions from Experiments (in bold) (∆G)

Ionic Liquid 393 K FMD (Fexp) ∆G% 333 K FMD (Fexp) ∆G% 298 K FMD (Fexp) ∆G% exp. ref

[emim][BF4] 1198 (1206) -0.6 1243 (1253) -0.8 1262 (1280) -1.4 129
[bmim][BF4] 1128 (1135) -0.6 1169 (1178) -0.8 1193 (1201.6-1204) 17, 130
[bmim][PF6] 1286 (1288) -0.2 1336 (1341) -0.3 1365 (1371) -0.4 17
[emim][Ntf2] 1425 (1427) -0.1 1479 (1487) -0.6 1511 (1522) -0.7 19
[bmim][Ntf2] 1349 (1348) 0.1 1401 (1404) -0.2 1433 (1437) -0.2 131
[C6mim][Ntf2] 1290 1342 (1330) 0.9 1373 (1366) 0.5 19
[C7mim][Ntf2] 1266 (1262) 0.3 1317 (1314) 0.2 1346 (1348) 0.1 132
[bmmim][Ntf2] 1331 1383 (1386) -0.2 1413 (1420) -0.5 109
[bmim][CF3SO3] 1217 (1226) -0.7 1262 (1274) -0.9 1287 (1302) -1.1 17
[bmim][NO3] (f1c) 1106 (1092) 1.3 1141 (1131,1136) 1166 (1154) 1.1 133, 134
[bmim][NO3] (f1e14) 1092 (1092) 0.2 1132 (1131,1136) 1155 (1154) 0.1 133, 134
[emim][CF3BF3] 1246 1291 1321
[emim][CH3BF3] 1093 (1091) 0.2 1130 (1130) 0.0 1155 (1153) 0.2 135
[emim][N(CN)2] 1018 1055 1077 (1080) -0.2 136
[bmim][N(CN)2] 986 1021 1042 (1058) -1.5 137
[emim][C(CN)3] 1007 1046 1069, (1060 ( 5%), (1110 at 293K) 138, 139
[EO2mim][BF4] 1186 1232 1259 (1260) 0.1 101
[EO2mim][Ntf2] 1368 1423 1455 (1450) 0.4 101
[emim][FSI(noLp)] 1312 1359 1389
[emim][FSI (Lp)] 1312 1359 1389
[pyr13][Ntf2] 1347 (1343) 0.3 1391 (1384) 0.7 1424 (1408-1447) 110, 140
[pyr14][Ntf2] 1314 (1313) 0.1 1364 (1367) -0.2 1394 (1399) -0.4 108
[pyr1,1O2][Ntf2]b 1374 1422 1455 (1454) 0.1 141
[pyr13][FSI(noLp)] (small) 1233 1276 1302
[pyr13][FSI(noLp)] (big) 1233 1275
[pyr13][FSI (Lp)] (big) 1234 1276 1305
[pyr12][N(CN)2] 977 1011 1032 (1060) -2.7 136
[P2225][Ntf2] 1300 (1320) -1.5 142
[N1114][Ntf2] 1325 1377 (1357) 1.4 1408 (1393) 1.1 108
[piper14][Ntf2] 1302 1351 1378 (1378.6-1380) 109, 143
[pyrid4][Ntf2] 1370 (1366) 0.3 1420 (1422) -0.1 1454 (1454) 0.0 108
[pyrid4][BF4] 1148 1189 (1192) -0.3 1213 (1214) -0.1 144
[mor1,2][Ntf2] 1356 1405 1434 (1440.5) -0.4 141
[emim][B(CN)4] 990 1034 1059

a Some of the data have been extrapolated to higher temperatures using published fits to experimental data. b 1O2 denotes a
CH3OCH2CH2-(N+) tail.
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runs of 0.5 ns. The same Ewald parameters and integrators as
in the liquid phase simulations have been utilized.

4. Thermodynamic and Structural Parameters

Density. Table 3 summarizes the density of ILs predicted
from MD simulations and its deviation from experiments. In
most cases we observed excellent predictive capabilities of the
developed force field with the difference between predicted and
measured values of less than 1%. For a few ILs density from
MD simulations deviated up to 2%; however, for those, ILs
experimental data contained only three digits such as 1.06 g/cm3

for [pyr12][N(CN)2] indicating at least 1% error bar. Thus, we
suspect that the larger deviation between experimental densities
and those from simulations could be due, in part, to low accuracy
of experimental values for [pyr12][N(CN)2].

Crystal Structure. We have performed a limited investiga-
tion of the ability of MD simulations using a developed force
field to predict ionic crystal cell parameters and volume for four
ionic crystals: [emim][Ntf2], [emim][CF3SO3], [pyr13][Ntf2], and
[pyr14][Ntf2]. Ionic crystals with the orthorhombic cells have
been chosen because of the limitations of our polarizable code,
which could not handle arbitrary flexible cells at the time of
when simulations were performed. Ionic crystal cell parameters
and volume from MD simulations are reported in Table 4. Good
agreement is observed for cell parameters for all simulated ionic
crystals. Note, that while the orthorhombic symmetry was
constrained during simulations the off-diagonal pressure tensor
components were less than a few atm indicating that no shear
stresses developed during simulations. To ensure that not only
cell parameters are well predicted in MD simulations but the
atomic packing is well reproduced, we calculated positions of
Ntf2

- anion oxygen atoms from MD simulations around cations
and compared it with that from X-ray measurements. Figure 3
shows that the packing of Ntf2

- anion oxygen atoms around
cations from MD simulations is in good agreement with the
positions extracted from X-ray experiments.

Heat of Vaporization. A negligible vapor pressure makes
ILs especially attractive for numerous applications. On the other
hand, a high heat of vaporization (Hvap) creates additional
challenges associated with an accurate measurement of Hvap for
ILs, and, therefore, validation of Hvap predicted from MD
simulations. Heat of vaporization values of [Cnmim][Ntf2] ILs
have been reported from numerous experiments and simulations.

The MD simulation predictions and data from the vacuum-
vaporization drop microcalorimetric experiments were reported
in Santos et al.84 and are shown in Figure 4. These MD
simulations utilized the force field developed by Padua and
Canongia Lopes.81 The Hvap from microcalorimetric experiments
predicted a strong (8.9 kJ/mol for -CH2- group from experi-
ments) increase of Hvap with the increasing alkyl tail. MD
simulations by Padua predicted a slightly smaller increase of
Hvap with an increase of alkyl tail length but reported higher
absolute values for Hvap. Maginn’s group87 have reported much
smaller Hvap values and a smaller increase of Hvap per -CH2-
group compared to Canongia Lopes and Padua simulations. At
the same time, Ludwig’s group reported Hvap from MD
simulations and compared them to the most recent experiments
as shown in Figure 4. Ludwig simulations results agreed well
with the majority of experiments except for the microcalori-
metric data. Our MD simulations predictions are also shown in
Figure 4. An excellent agreement between our predictions and
results of TPD,102 Knudsen,103 and surface tension experiments
is observed. Note, that Hvap ) 127.1 kJ/mol predicted from our
MD simulations is slightly lower than experimental values of
134-136 kJ/mol but is similar to the value of 130.6 kJ/mol
reported by Ludwig’s group.57 Canongia Lopes and Padua group

TABLE 4: Crystal Lattice Parameters for Selected Ionic
Crystals from MD Simulations and X-ray Experiments.145-147

lattice parameters and cell volume

a (Å) b (Å) c (Å) cell vol (Å3)

[emim][Ntf2] at 230 K
MD 18.78 8.62 19.19 3107
X-ray145 18.50 8.63 19.26 3073
deviation (%) 1.5 0.0 -0.3 1.1

[pyr13][Ntf2] at 200 K
MD 12.98 15.45 17.39 3487
X-ray146 12.82 15.51 17.32 3444
deviation (%) 1.2 -0.4 0.4 1.3

[pyr14][Ntf2] at 125.1 K
MD 8.48 12.88 16.79 1834
X-ray147 8.39 13.01 16.58 1811
deviation (%) 1.0 -1.0 1.2 1.3

[emim][CF3SO3] at 150 K
MD 10.26 12.35 18.68 2366
X-ray145 10.18 12.38 18.29 2307
deviation (%) 0.7 -0.3 2.1 2.5

Figure 3. Isosurface of O atom of Ntf2
- anion for F/Frandom ) 50

(volume distribution function) for [emim][Ntf2] and [pyr14][Ntf2] from
MD simulations (red isosurface) and experiments147 (blue isosurface).
The average structure of pyr14

+ cation from both MD simulations and
experiments is shown.

Figure 4. Heat of vaporization for ILs from experiments (microcalo-
rimetry,84 Knudsen, surface tension, TPD102) taken from ref 57
compared to MD simulation predictions by Ludwig group,57 Lopes and
Padua,84 Maginn group,88 and from current work (Borodin).
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has reported a much higher value of Hvap ) 159 kJ/mol, while
Maginn group has reported only a slightly higher value of 143
kJ/mol compared to our simulations. We predict an increase of
Hvap of 3.3-4.1 kJ/mol per -CH2- tail group in good agreement
with Maginn and Ludwig simulations but in a sharp contrast to
results reported by Canongia Lopes and Padua.

Table 5 summarizes MD simulations predictions of Hvap for
the other ILs. Experimental data exist only for a few of ILs,
thus allowing only a limited validation of simulations results.
Our MD simulation prediction of Hvap for [emim][BF4] and
[bmim][BF4] of 135.3 and 140.8 kJ/mol are in line with the
value of 128.2 kJ/mol for [bmim][BF4] obtained from the most
recently reported empirical correlation with the surface tension.25

To compare our data to the experimental Hvap 162 ( 3 kJ/mol
for [C8mim][BF4] obtained from TPD experiments102 we take

the difference of Hvap for [emim][BF4] and [bmim][BF4] of 5.5
kJ/mol and extrapolate Hvap to [C8mim][BF4]. The extrapolated
MD simulation value of 151.8 kJ/mol is slightly lower than the
TPD102 experimental value of 162 ( 3 kJ/mol for [C8mim][BF4].
Most of the reported simulation studies yielded much higher
Hvap values, Wu et al.46 reported Hvap of 175.4 kJ/mol for
[bmim][BF4], while Liu et al.76 have reported 179.2 kJ/mol.
Raabe et al.104 reported Hvap of 182.2 and 188.2 kJ/mol for
[emim][BF4] and [bmim][BF4], respectively. Sambasivarao and
Acevedo85 have recently extended the OPLS-AA force field
for ILs and reported Hvap of 75.3 kJ/mol for [emim][BF4] and
116.3 kJ/mol for [bmim][BF4]. Sambasivarao and Acevedo85

considered these predictions to be in good agreement with
experiments; we think that their simulation predictions not only
predict suspiciously large contribution of 20 kJ/mol per -CH2-
tail group but also underestimate the absolute value of Hvap.

Our simulation prediction of Hvap of 150.6 kJ/mol for
[bmim][PF6] is lower than the TPD experimental102 value of
169 kJ/mol for [C8mim][PF6] owing to shorter alky-alkyl in
the simulated IL compared to the experimental one. The most
recent empirical correlation25 of Hvap with surface tension yielded
Hvap of 154.8 kJ/mol for [bmim][PF6], which is in good
agreement with our MD simulation predictions of 150.6 kJ/
mol. Numerous simulations of [bmim][PF6] have been reported.
Two MD simulations yielded lower Hvap using a value of 123.3
kJ/mol reported for GROMOS FF.51 Sambasivarao et al.85

reported a value of 133.5 kJ/mol, while Liu et al.76 reported
much higher Hvap values of 190.4 kJ/mol (united atom FF) and
186.7 kJ/mol (all atom FF). Hvap prediction from this work for
[bmim][CF3SO3] of 142.7 kJ/mol is consistent with Hvap from
TPD experiment102 of 151 ( 3 kJ/mol for [C8mim][CF3SO3]
after the correction for a longer alkyl tail length used in
experiments is made. Hvap from this work is higher than Hvap )

TABLE 5: Heat of Vaporization (in kJ mol-1) Predicted
from MD Simulations ILs at 298 K

ionic liquid Hvap ionic liquid Hvap

[emim][BF4] 135.3 [emim][FSI] 132.9
[bmim][BF4] 140.8 [emim][FSI (noLp)] 132.1
[bmim][PF6] 150.6 [pyr13][Ntf2] 143.6
[emim][Ntf2] 127.7 [pyr14][Ntf2] 147.6
[bmim][Ntf2] 133.7 [pyr1,1O2][Ntf2] 138.5
[C6mim][Ntf2] 141.9 [pyr13][FSI] 147.0
[bmmim][Ntf2] 133.0 [pyr13][FSI (noLp)] (small) 144.3
[bmim][CF3SO3] 142.7 [pyr12][N(CN)2] 133.2
[bmim][NO3] (f1c) 151.7 [P2225][Ntf2] 151.3
[emim][CF3BF3] 130.2 [N1114][Ntf2] 157.1
[emim][CH3BF3] 123.3 [piper14][Ntf2] 156.2
[emim][N(CN)2] 125.9 [pyrid4][Ntf2] 137.3
[bmim][N(CN)2] 132.0 [pyrid4][BF4] 145.6
[emim][C(CN)3] 135.1 [mor12][Ntf2] 158.9
[EO2mim][Ntf2] 132.3 [emim][B(CN)4] 137.7

Figure 5. Ion self-diffusion coefficients of ILs obtained from MD simulations and NMR experiments.17,108,110,156
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130 kJ/mol for [bmim][CF3SO3] from MD simulations by
Sambasivarao et al.85

Heats of vaporization were also experimentally measured for
ILs containing N(CN)2

- and NO3
- anions. Emel’yanenko et

al.105 has reported heats of vaporization of 163.7 ( 5.3 and 162.4
( 5.7 kJ/mol for [emim][NO3] and [bmim][NO3], respectively.
The MD simulation prediction of Hvap for [bmim][NO3] from
this work is 151.7 kJ/mol, which is slightly lower than

TABLE 6: The Ion Self-Diffusion Coefficients (in 10-10 m2/s) from MD Simulations, Experimental Valuesa (In Parentheses)
Followed by the Deviation in % of MD Simulation Predictions from Experiments (in Bold) (∆D)

ionic liquid 393 K DMD 333 K DMD (Dexp) ∆D 298 K DMD (Dexp) ∆D ∆DFSC (%) exp. ref

[emim][BF4] D+ 3.89 1.39 (1.35) 3 0.480 (0.497) -3 16 129
D- 3.21 1.14 (1.16) -2 0.362 (0.416) -13

[bmim][BF4] D+ 2.15 0.55 (0.59) -7 0.101 (0.145) -30 14-17 17
D- 2.13 0.59 (0.59) -7 0.105 (0.134) -22

[bmim][PF6] D+ 1.61 0.30 (0.365) -17 0.032 (0.069) -56 10-21 17, 148
D- 1.43 0.26 (0.284) -9 0.028 (0.0515) -45

[emim][Ntf2] D+ 4.13 1.42 (1.37) 4 0.516 (0.495) 4 10-13 19
D- 2.74 1.00 (0.90) 10 0.347 (0.309) 13

[bmim][Ntf2] D+ 3.17 0.907 (0.904) 0 0.289 (0.275) 5 12-14 17
D- 2.35 0.654 (0.750) -13 0.196 (0.218) -10

[C6mim][Ntf2] D+ 2.15 0.706 (0.643) 10 0.149 (0.168) -11 13 19
D- 1.96 0.595 (0.603) -1 0.144 (0.153) -6

[bmmim][Ntf2] D+ 2.68 0.71 (0.93) -24 0.18 (0.198) -9 8-11 109
D- 2.33 0.59 (0.72) -18 0.14 (0.152) -5

[bmim][CF3SO3] D+ 2.06 0.42 (0.690) -39 0.112 (0.179) -38 16-20 17
D- 1.68 0.36 (0.590) -39 0.093 (0.143) -35

[bmim][NO3] (f1c) D+ 1.27 0.16 0.020 14-30
D- 1.53 0.17 0.020

[bmim][NO3] (f1e12) D+ 1.59 0.34
D- 1.96 0.39

[emim][CF3BF3] D+ 4.69 1.41 0.449 12
D- 3.17 1.00 0.321

[emim][CH3BF3] D+ 3.96 1.41 0.449 16
D- 3.43 1.00 0.321

[emim][N(CN)2] D+ 4.57 2.31 0.898 12-21
D- 4.90 2.82 1.41

[bmim][N(CN)2] D+ 4.08 1.08 0.37 13
D- 4.60 1.43 0.45

[emim][C(CN)3] D+ 5.48 1.74 0.649 14-17
D- 6.08 2.04 0.702

[EO2mim][BF4] D+ 1.78 0.37 0.080
D- 2.45 0.47 0.094

[EO2mim][Ntf2] D+ 2.77 0.71 0.0169
D- 2.60 0.63 0.0173

[emim][FSI(noLp)] D+ 3.83 1.74 0.752 12-18
D- 3.45 1.58 0.673

[emim][FSI] D+ 4.52 1.68 0.82
D- 3.90 1.43 0.64

[pyr13][Ntf2] D+ 2.49 0.764 0.183 (0.26) -30 16-18 110
D- 1.79 0.587 0.125 (0.17) -27

[pyr14][Ntf2] D+ 1.97 0.46 (0.64) -27 0.119 (0.177) -33 17 108
D- 1.65 0.42 (0.53) -21 0.104 (0.142) -27

[pyr1,1O2][Ntf2] D+ 2.30 0.69 0.173 11-19
D- 2.02 0.54 0.126

[pyr13][FSI(noLp)] (small) D+ 1.85 0.50 0.181 16-24
D- 2.20 0.64 0.201

[pyr13][FSI(noLp)] (big) D+ 1.75 0.50 14
D- 2.08 0.61

[pyr13][FSI] (big) D+ 1.85 0.54 0.14
D- 2.29 0.63 0.20

[pyr12][N(CN)2] D+ 2.45 0.75 14-20 136
D- 4.09 1.39

[P2225][Ntf2] D+ 0.085 19 142
D- 0.101

[N1114][Ntf2] D+ 1.96 0.450 (0.538) -16 0.103 (0.131) -21 13-18 108
D- 1.61 0.453 (0.487) -7 0.093 (0.117) -21

[piper14][Ntf2] D+ 1.30 0.267 (0.438) -39 0.055 (0.106) -48 16-18 109
D- 1.47 0.287 (0.397) -28 0.062 (0.087) -29

[pyrid4][Ntf2] D+ 2.48 0.797 (0.795) 0 0.234 (0.217) 8 108
D- 2.32 0.608 (0.654) -7 0.181 (0.177) 2

[pyrid4][BF4] D+ 1.80 0.286 (0.426) -33 0.046 (0.091) -50 10-34 149
D- 2.00 0.288 (0482) -40 0.052 (0.103) -49

[mor12][Ntf2] D+ 1.21 0.203 0.038 15-22
D- 1.31 0.199 0.043

[emim][B(CN)4] D+ 4.24 1.13 0.32
D- 3.62 1.01 0.29

a Some of the data have been extrapolated to higher temperatures using published fits to experimental data.
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Emel’yanenko et al.105 results. Emel’yanenko et al.105 also
reported that MD simulations of Kelkar and Maginn predicted
Hvap of 159 kJ/mol for [bmim][NO3] in agreement with the
experimental data. A much lower value of 130.2 kJ/mol was
reported for GROMOS FF.51 Finally, we compare Hvap from
our simulation with experiments for alkylimidazolum and
alkylpyrrolidinium cations paired with N(CN)2

- anions. Our
predicted Hvap of 132 and 133.2 kJ/mol for [bmim][N(CN)2]
and [pyr12][N(CN)2], respectively, are lower than experimental
values of 160 ( 2 kJ/mol for [pyr14][N(CN)2] and 157.2 ( 1.1
and 153.4 for [bmim][N(CN)2] reported by Verevkin.25

5. Transport Properties

Self-Diffusion Coefficient. The self-diffusion coefficient Di

for species i was calculated using the Einstein relation:

where MSD(t) is mean-square displacement of a molecule (of
type i) center-of-mass during time t and the broken brackets

TABLE 7: Conductivity (λ in mS/cm) of ILs Predicted from MD Simulations Performed, Experimental Valuesa (in
Parentheses) Followed by the Deviation ∆λ% of MD Simulation Predictions from Experiments (in Bold)

ionic liquid 393 K λMD 333 K λMD (λexp) ∆λ% 298 K λMD (λexp) ∆λ% exp. ref

[emim][BF4] 109 38.5 (35.6) 8 16.2 (13.6-15.7) 129
[bmim][BF4] 38.5 12.5 (14.1) -11 2.77 (3.53,4.38)-22,-37 17, 130
[bmim][PF6] 32.2 6.11 (6.79) -10 0.76 (1.49) -49 17
[emim][Ntf2] 56.4 22.4 (21.4) 4 9.05 (9.0) 10 19
[bmim][Ntf2] 33.6 11.9 (11.2) 6 4.17 (3.88) 7 131
[C6mim][Ntf2] 20.2 9.6 (7.27) 33 2.5 (2.2) 13 19
[EO2mim][Ntf2] 2.75
[bmmim][Ntf2] 26.8 8.40 (4.90) 71 2.60 (1.60) 63 109
[bmim][CF3SO3] 32.3 8.81 (9.49) -7 2.04 (2.88) -29 17
[bmim][NO3] 29.0 4.34 0.70
[emim][CF3BF3] 95.9 39.5 18.8 (14.6) 29 150
[emim][CH3BF3] 97.1 33.8 12.1 (9.0) 35 135
[emim][N(CN)2] 105 59.5 (55.7) 25 33.6 (28.4) 18 136
[bmim][N(CN)2] 87.2 30 (24.1) 24 10.7 (11) -3 136
[emim][C(CN)3] 135 50.3 (44.3) 14 19.9 (21.7) -8 138, 139
[emim][FSI(noLp)] 73.0 38.5 20.5 (15.4, 17.74@293K) 151, 152
[emim][FSI] 91.4 36.9 18.2 (15.4, 17.74@293K) 151, 152
[pyr13][Ntf2] 35.1 13.5 (6.42) 110 3.9 (3.9)0 110
[pyr14][Ntf2] 25.5 7.0 (8.7) -20 2.2 (2.75) -20 108
[pyr1,1O2][Ntf2] 33.1 10.5 3.2 (3.7) -14 141
[pyr13][FSI(noLp)] (small) 34.6 12.8 (13.4) -4 5.5 (6.4,8.2, 9.14@293K) 151-153
[pyr13][FSI(noLp)] (big) 35.6 12.3 (13.4) -8
[pyr13][FSI] (big) 43.2 14.4 (13.4) 8 4.6 (6.4,8.2, 9.14@293K) 151-153
[pyr12][N(CN)2] 90.1 24.5 (39) -37 11.2 (20.1) -45 136
[P2225][Ntf2] 1.34 (1.73) -23 142
[N1114][Ntf2] 26.8 7.76 (7.37) 5 1.82 (2.05) -11 108
[piper14][Ntf2] 18.1 4.4 (4.2) 3 1.0 (1.1, 1.2) 109, 141
[pyrid4][Ntf2] 33.3 10.1 (8.7) 17 3.7 (2.75) 33 108
[pyrid4][BF4] 41.8 7.8 (8.5) -8 1.5 (1.9) -22 149
[mor12][Ntf2] 19.3 3.2 0.60 (0.40) 49 141
[emim][B(CN)4] 76.4 27.1 (35.8) -24 10.5 (15.7) -33 154

a Some of the data have been extrapolated to higher temperatures using published fits to experimental data.

TABLE 8: Viscosity (in mPa s) of ILs Predicted from MD Simulations Performed, Experimental Valuesa (in Parentheses)
Followed by the Deviation ∆η% of MD Simulation Predictions from Experimental Values (in Bold)

ionic liquid 393 K ηMD 333 K ηMD (ηexp) ∆η% 298 K ηMD (ηexp) ∆η% exp. ref

[emim][Ntf2] 4.2 9.1 (11.6) 31.2 (32.2) -3 19
[bmim][CF3SO3] 7.8 25 (21.7) 15 90 (84.2) 7 17
[bmim][NO3] (f1c) 12.3 73 (37) 98 250 (194) 22 133
[emim][N(CN)2] 2.2 5.0 (6.5) -23 13.3 (16.1) -17 136
[emim][C(CN)3] 2.4 6.1 19.8 (18 @293 K) 139
[emim][FSI(noLp)] 3.5 9.4 13.5 (15.5) -13 151
[pyr13][Ntf2] 6.1 13.2 76 (61) 25 151
[pyr14][Ntf2] 6.5 16.6 (21.0) -21 78 (75.7) 3 108
[pyr1,1O2][Ntf2] 4.7 23.5 56 (53) 6 141
[pyr13][FSI(noLp)] 7.3 20.7 (16.7) 24 80 (39-40) 151, 153
[pyr12][N(CN)2] 4.85 13.4 (9.8) 37 45 (25.8) 74 136
[P2225][Ntf2] 80 (88) -9 142
[N1114][Ntf2] 6.1 29.3 (24.2) 21 93 (99) -6 108
[piper14][Ntf2] 7.4 37 (39) -7 109, 143
[pyrid4][Ntf2] 4.5 11.2 (16.3) -32 38 (56.7) -33 149
[mor12][Ntf2] 9.5 36 141
[emim][B(CN)4] 3.3 9.6 (6.8) 41 37 (20) 85 155

a Some of the experimental densities have been extrapolated to higher temperatures using relations provided by authors.

Di ) lim
tf∞

〈MSD(t)〉
6t

(13)
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denote an ensemble average. An example of the MSD(t) for
[bmim][CF3SO3] at 393, 333, and 298 K is shown in the
Supporting Information. Because of the finite size of the
simulation cell, long-range hydrodynamic interactions restrict
diffusion.106 The leading order finite size correction (FSC) to
self-diffusion coefficient (change to delta ∆DFSC) was found to
be inversely proportional to the simulation box and is given
by106

where kB is the Boltzmann constant, T is temperature, L is a
linear dimension of the simulation periodic cell, and η is
viscosity. We utilized viscosity from MD simulations for
calculating ∆DFSC where available. For ILs, where viscosity was
not calculated from MD simulations, an experimental viscosity
was utilized for estimating the finite size correction due to
k-vector restriction of hydrodynamic interactions. The finite size
correction is typically around 10-20% for the most of the
simulated electrolytes.

Figure 5 shows the temperature dependence of the cation and
anion self-diffusion coefficients corrected for the finite simula-
tion size using eq 14 (∆DFSC) for 10 ILs. An excellent agreement
is observed between the self-diffusion coefficients from MD
simulations and pfg-NMR experiments for [bmim][Ntf2],
[C6mim][Ntf2], [bmmim][Ntf2], [emim][BF4], [bmim][BF4], and
[pyr14][Ntf2]. A deviation between pfg-NMR and MD simula-
tions data for [pyr13][Ntf2] at high temperature is most likely
due to poor experimental data as such a dramatic increase of
the ion self-diffusion coefficient was not observed for a very
similar IL [pyr14][Ntf2] from pfg-NMR experiments and our
simulations (also shown in Figure 5d). MD simulations predict
a slightly lower ion self-diffusion coefficients for the
[piperd14][Ntf2] over the temperature range of experiments and
for [bmim][PF6] at the lowest simulated temperature (298 K).
A slightly higher self-diffusion coefficient is predicted for
[emim][Ntf2] compared to pfg-NMR data. Figure 5 also
demonstrates that the activation energy is predicted well in MD
simulations for all IL with an exception of [bmim][PF6] at the
lowest temperature.

Table 6 summarizes self-diffusion coefficients for all simu-
lated ILs. No finite simulation cell correction has been applied
to data in Table 5, instead the magnitude of the correction is
given. The largest deviation of simulation and experimental data
are on the order of 40-60% and observed for [bmim][CF3SO3],
[piper14][Ntf2], [pyrid4][BF4], [bmim][PF6] ILs. However, after
a finite cell correction, which is typically 10-20%, is applied
the deviation between the experimental and simulation data
decreases to 20-40% for these ILs. This quality of an agreement
between simulation and experiment is quite rarely observed in
MD simulations of ILs with an exception of few works.51,56,57

Note, while some other groups have reported a similar quality
excellent agreement with experiments, the systems were not
sufficiently equilibrated and transport data was extracted from
the subdiffusive regime. For example, Wu et al.46 has reported
an excellent agreement for D+ and D- for [bmim][BF4] with
pfg-NMR experiments from 0.2 ns simulations at 298 K. Using
the mean-squared displacements from our simulations we
estimate that extracting the ion self-diffusion coefficient from
the subdiffusive regime [100:150] ps will result in an overes-
timation of the magnitude of the self-diffusion coefficient by
50% compared to the correctly extracted value from the diffusive

regime. Additional details on this topic are given in the
Supporting Information of ref 62.

Ionic Conductivity. Ionic conductivity from MD simulations
is calculated using the Einstein relation:

where e is the electron charge, V is the volume of the simulation
box, kB is Boltzmann’s constant, T is the temperature, t is time,
zi and zj are the charges over ions i and j in electrons, Ri(t) is
the displacement of the ion i during time t, the summation is
performed over all ions, the broken brackets denote the ensemble
average and N is the number of cations plus anions in the
simulation cell. Here λapp(t) is the apparent time-dependent
conductivity whose long-time limit corresponds to the equilib-
rium DC conductivity. Determining the long-time limit of λapp(t)
using eq 15 is problematic even at high temperatures where
the diffusion coefficients can be accurately determined because
λapp(t), being a collective property, has poorer statistics and a
higher uncertainty compared to MSD(t).

Conductivity can be decomposed into an “ideal” conductivity
that would be realized if ion motion were uncorrelated, denoted
λuncorr(t), and the degree to which ion motion is in fact
uncorrelated, or Rd. The degree of uncorrelated ion motion is
given as the ratio of the collective (total) charge transport (λ)

to the charge transport due to self-diffusion only (λuncorr):

Here ni is the number of atoms of type i ) (cation or anion),
n ) n+ + n-. The degree of ion uncorrelated motion Rd ) 1
corresponds to completely uncorrelated ion motion, while Rd

∆DFSC )
2.837kBT

6πηL
(14)

Figure 6. A relative density of [emim][BF4] IL at 393 K from the
following simulations: both ions are polarizable (polar), only BF4

- or
emim+ were polarizable, polarization turned off (all nonpolar).

λ ) lim
tf∞

λapp(t) ) lim
tf∞

e2

6tVkBT ∑
i,j

n

zizj〈([Ri(t) - Ri(0)]) ×

([Rj(t) - Rj(0)])〉 (15)

λuncorr
app ) lim

tf∞
λuncorr

app (t) ) lim
tf∞

e2

6tVkBT
×

∑
i

n

zi
2〈[Ri(t) - Ri(0)]2〉)

) e2

VkBT
(n+D+

app + n-D-
app) (16)

Rd ) λ
λuncorr

) lim
tf∞

Rd(t) ) lim
tf∞

λapp(t)

λuncorr
app (t)

(17)
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) 0 occurs if all of the cations only move together with anions.
For practical reasons we first determine Rd from the apparent
Rd(t) and use it to determine the conductivity. Our experience
indicates that Rd(t) results are accurate only up to times
approximately 2-5% of the total simulation run, consistent with
similar claims for extracting viscosity from MD simulations.107

We found that the degree of uncorrelated motion Rd lies in the
narrow range of 0.58-0.85 for the investigated ILs. Similar
values of Rd (0.52-0.78) have been reported17,19,108 from the
coordinated pfg-NMR and conductivity measurements of [emim]-
[Ntf2], [bmim][PF6], [bmim][BF4], [bmim][Ntf2], [bmim][CF3SO3],
[C6mim][Ntf2], [pyr14][Ntf2], [N1114][Ntf2], [pyrid4][Ntf2], and
simulations.59 The diffusion coefficients corrected for the finite
simulation cell size were used for calculating conductivity of
ILs that are given in Table 7 along with available experimental
data.

The average absolute difference between the conductivity
from MD simulations and experiments is 23%. For the majority
of ILs the comparison of conductivity from MD simulations
and experiments is consistent with the analysis of the self-
diffusion coefficient presented above. The few exceptions are
[bmmim][Ntf2] and [pyr13][Ntf2] at 333 K. Bazito et al.109 have
reported an unusually low value for Rd of 0.4 for [bmmim][Ntf2]
from pfg-NMR and conductivity measurements, while MD
simulations predict Rd of 0.55-0.6. Nicoreta et al.110 also
reported a quite low value Rd of 0.28 for [pyr13][Ntf2] at 333
K, while MD simulations predict Rd of 0.75 at 333 K. It is likely
that these unusually low Rd are the reason for large deviations
between the predicted from simulations conductivity and
experimental values for these two ILs.

Viscosity. The equilibrium (zero shear rate) viscosity was
calculated for a selected set of ILs with the longest NVT

production runs using the Einstein relation including both
diagonal and nondiagonal elements to enhance statistics,111-113

where LR�(t) ) ∫0
t PR�(t′) dt′, kB is the Boltzmann constant, T is

temperature, t is time, V is the volume of the simulation box,
and Pab is the stress sensor given by

where σR� is the stress tensor, δR� ) 1 for R ) �, δR� ) 0 for
R * �. Note that in our previous work114 eq 19 was used for
calculating viscosity and ω was set to 1 in eq 2 in ref 114. The
apparent viscosity vs time is shown in the Supporting Informa-
tion.

Viscosity extracted from MD simulations agree very well with
experiments with deviations of less than 33% for most ILs as
shown in Table 8. The exceptions are [bmim][NO3] (for f1c
version), [pyr12][N(CN)2] and [emim][B(CN)4], [pyr13][FSI(no
Lp)] ILs for which MD simulation predictions of viscosity are
40-100% higher than experimental data. A revised f1e12 force
field version for [bmim][NO3] yields 2.2-2.4 times faster self-
diffusion coefficients at 333 K as shown in Table 6, thus it is
likely that a good agreement will be observed for viscosity of
[bmim][NO3] at 333 K for this FF version.

It is interesting to note that an excellent prediction of the ion
self-diffusion coefficients, conductivity, and viscosity often
correlates well with the quality of predicting Hvap from MD
simulations. For example, an excellent agreement between MD
simulations and experiments for the ion self-diffusion coef-
ficients for [bmim][Ntf2], [C6mim][Ntf2], and [bmim][BF4] is
consistent with an excellent agreement of simulation data and
experiments observed for Hvap. Also slightly higher ion diffusion
coefficients and conductivity for [emim][Ntf2] are consistent
with a slightly lower Hvap predicted from MD simulations
compared to experiments. This analogy between the quality of
predicting Hvap and transport properties does not hold, however,
for [bmim][PF6] and [bmim][N(CN)2] at 298 K.

Influence of the Simulation Cell Size on Transport
Properties. The influence of the finite simulation cell size on
the IL transport properties has been investigated for
[pyr13][FSI(noLp)] at 393 K. Two simulation cells have been
used containing 100 and 216 ion pairs. We have found that the
ion self-diffusion coefficients of [pyr13][FSI(noLp)] from simu-
lations with a smaller box were 5% lower than the self-diffusion

Figure 7. Cation (a) and anion (b) self-diffusion coefficients for [emim][BF4] from the following simulations: both ions are polarizable (polar),
only BF4

- or emim+ were polarizable, polarization turned off (all nonpolar).

Figure 8. Isosurface of F atom of BF4
- anion for F/Frandom ) 4.5

(volume distribution function) for [emim][BF4] at 393 K. Solid
isosurface corresponds to the polarizable model, wireframe isosurfaces
only BF4

- is polarizable (emim+ polarization turned off).

η ) lim
tf∞

η(t) ) lim
tf∞

V
20kBTt

(〈 ∑
R,�

(LR�(t) - LR�(0))2〉)

(18)

PR� )
σR� + σ�R

2
-

δR�

3
tr(σ) (19)
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coefficients extracted from simulations of a larger box. The
slower ion self-diffusion for the smaller box is attributed to
hydrodynamic interactions and could be recovered using eq 14.
Viscosity [pyr13][FSI(noLp)] was different for two simulation
box sizes by only 8%. This difference is comparable to the error
bar for extracting the viscosity from MD simulations. Thus, we
do not observe any nonhydrodynamic effects due to a finite
simulation box on ion self-diffusion coefficient or viscosity for
the investigated range of box sizes from 34 to 44 Å. We cannot
comment on the influence of the simulation box size for much
larger box sizes as reported by the Margulis group.115

6. The Influence of Polarization of Ionic Liquid Structure
and Transport

Understanding the influence of the many-body polarizable
interactions on IL properties is important not only for achieving
accurate property prediction from MD simulations but also for
tailoring IL properties by selecting chemical groups with
different polarizabilities. To improve understanding of the
influence that atom and molecular polarizabilities have on the
structural and transport properties of ILs, four MD simulations
of [emim][BF4] have been performed with polarizabilities of
ions turned off and on as follows:

(a) Both cation and anion were polarizable (denoted “polar”
in Figures 6 and 7).

(b) Only cation was polarizable (denoted “polar BF4
-” in

Figures 6 and 7).
(c) Only anion was polarizable (denoted “polar emim+” in

Figures 6 and 7).
(d) Both cations and anion were nonpolarizable (denoted

“nonpolar” in Figures 6 and 7).
Figure 6 indicates that turning off cation polarization reduces

IL density by 0.8%, thus creating more free volume in
[emim][BF4] in accord with previous results44 for [emim][NO3].
Turning off anion polarization, however, does not change IL
density. Influence of the cation and anion polarization on the
ion self-diffusion coefficients is shown in Figure 7. It is observed
that turning off emim+ polarization and leaving only BF4

-

polarizable results in a significant decrease of the ion self-
diffusion coefficient despite that IL specific volume increases.
Turning off BF4

- polarization and leaving only emim+ polariz-
able, on the other hand, only slightly reduces ion dynamics
indicating that polarization of the emim+ cation is more
important that polarization of the BF4

- anion for facilitating
ion transport. The influence of polarization on the ion transport
increases with decreasing temperature indicating that a nonpo-
larizable force field will have a higher activation energy for
transport properties vs 1/T. The larger influence of the emim+

polarization on the ion dynamics compared to BF4
- is consistent

with a larger polarizability of emim+ 11.1 Å3 compared to 3.0
Å3 molecular polarizability of BF4

- as used in the developed
force field. A similar extent of slowing down on ion transport
upon turning off ion polarizability of ILs has been previously
reported44 for [emim][NO3].

To provide a clue to the observed decrease of ion dynamics
with increasing free volume we turn our attention to analyzing
the structure, namely, to the analysis of a three-dimensional
distribution of fluorine atoms of BF4

- around emim+ as shown
in Figure 8. Examination of this figure indicates that the
preferred position of BF4

- anion near C2 atom of emim+ is
noticeably different for the nonpolarizable and polarizable force
fields. Specifically, turning off polarization results in the most
probable anion positions from both sides of emim+ being further
apart compared to their locations from MD simulations using a

polarizable force field. We also find that the BF4
- local density

above the C2 carbon of emim+ is lower for the nonpolarizable
force field than for the polarizable force field. This lower local
density indicates a higher free energy for BF4

- to be located
above C2, therefore for the nonpolarizable model there is a
higher free energy barrier that BF4

- has to overcome during its
jump from one side of emim+ to another. In summary, turning
off ion polarization increases free volume in IL but results in
the structural changes consistent with the slowing down of ion
dynamics.

7. Conclusions

A quantum chemistry-based polarizable force field has been
developed and validated for a wide set of commonly used ILs
and organic molecules. We observed an accurate description/
prediction of density, heat of vaporization, self-diffusion coef-
ficients, ionic conductivity, and viscosity of small organic
molecules and ILs. A limited testing of the ability of the
developed force field to predict ionic crystal lattice parameters
indicated the force field applicability not only to liquid state
properties but also to crystals. A set repulsion-dispersion
parameters utilized during force field construction has exhibited
good transferability. Two force fields were developed for FSI-

anion: (a) with an extended charge to achieve better description
of electrostatic potential around FSI- and (b) without extended
charge. Simulations of [emim][FSI] and [pyr13][FSI] using two
representations of FSI- anion yielded essentially the same
densities and similar (within 20%) self-diffusion coefficients.

An investigation of the influence of the finite simulation box
size on the ion self-diffusion and viscosity was studied for box
sizes ranging from 34 to 44 Å. We found that a slight slowing
down of ion dynamics observed for a smaller box size could
be attributed to the hydrodynamic effects and is only 5%. The
influence of polarization on [emim][BF4] structure and ion
transport has been investigated. Polarization of a larger emim+

was found more important than polarization of a smaller BF4
-

anion for correct prediction of IL structure and transport. Turning
off polarization resulted in a slight increase of IL volume
accompanied by a decrease of ion transport, which was partially
attributed to the changes of IL structure.
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