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Abstract

Introduction

Electroactive polymers (EAP) are materials which change their shape in response to electric stimulation, and are therefore useful as lightweight actuators in for example space industry [Bar-Cohen-1999, Bar-Cohen-2001] and medicine applications [Bar-Cohen-2001], or biomimetic robotics [Mart, Liu-2008]. EAPs can generally be divided into two basic categories: ionic and electronic EAPs. Ionic EAPs act by ion/ionpair relocation during actuation, similar to supercapacitors. They are better suited for miniature devices, since they can be operated under low voltage (1-10V) [eapbook]. However, most ionic EAPs offer only small force, display low electromechanical efficiency and have short lifetime compared to traditional electromechanical actuators. Several practical solutions have been proposed to improve the total actuator force; e.g., designing specific shapes [Wang] or bundling multiple actuators [Fernandez]. In order to increase the efficiency, however, it is vital to understand the details of the actuation process and the ion migration at atomistic level [eapbook].

Ionic EAP materials are composed of three basic components: a porous electrode material (often carbon), an ionic transfer media and a polymer binder which adds toughness and flexibility. Several types of micro-porous carbon composite materials have been used in supercapacitors, where charges accumulate in a double layer on a large surface area. It has been claimed [Hoefer] that Carbide Derived Carbon (CDC) capacitor capacitance is mainly determined by two components: electrostatic/double layer capacitance [Brett] and faradaic/pseudocapacitive components [Conway]. Pore diameters smaller than 1 nm result in even higher capacitance due to larger surface area and confinement effects [Huang]. CDCs are one of the best known nanoporous materials for ion storage, since the pore-size is uniform and can be fine-tuned in a wide range [Gogotsi]. For EAP applications, ionic liquids [Armand et al, Nature Materials, 8 (2009) 621] (ILs) are frequently used as ion transfer media. ILs, or molten salts, consist of charged particles without additional solvent. Due to their low vapor pressure, ILs avoid evaporation of the electrolyte when functioning in a dry environment. IL electrolytes can also improve the cycle lifetime of the material compared to water based electrolytes [biomedbook]. The EAP actuator comprise two electrode sheets of the above mentioned components laminated together, with an ion permeable membrane in between, impregnated with electrolyte.

Different kinds of ion storage, ion transport medium, binder and membrane materials offer countless possibilities to experiment with. For example, IL electrolytes in Nafion membranes have been tested in combination with metal [Bennett], carbon nanotubes [Akle], CDC [Viljar] or RuO2 [Akle, Viljar] electrodes. CDC in a polytetrafluoroethylene (PTFE) matrix has also been used as electrodes, in combination with an IL electrolyte and an ion permeable paper membrane [Janno]. Asaka et al. [Asaka-2005, Asaka-2008] have studied carbon bucky gel actuators, where the electrodes contain carbon nanotubes in different ILs, supported by polyvinylidene fluoride (PVDF)-based binders [Asaka-2005]. The largest strain was achieved by using 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI-BF4) as the IL [Asaka-2008]. Carbon nanotube sheets have also been demonstrated to work as actuators in water based electrolytes [Baughman-1999].

The EAP bending motion is caused either by electrode or membrane expansion at one side of the device and/or contraction at the other side, upon actuation. The mechanisms causing the expansions and contractions are still to a large degree debated [Kiyohara]. Suggestions include bond length changes due to repulsive Coulomb forces  accompanying double layer charging [Baughman-1999], insertion of counterions [Baughman-1995], electro-osmosis [Asaka-1995], electrostatic repulsion of the charged molecules in the material [Baughman-1999], decreased interfacial tension at the pore surfaces due to change in double-layer charges [Oren], etc.

A correlation has been found between increased accumulation of ions on the electrode surface (i.e., the capacity) and improved peak strain [Akle], but that result was seen to be dependent on electrolyte type [Janno]. Considering the large influence from the choice of IL or the type of carbon on the EAP performance [Janno, Viljar], the primary factor for strain ratio and maximum strain seems to be the ionic transport rather than changes in electronic configuration. When comparing EAPs with EMI-trifluoromethanesulfonate (EMI-Tf)-based electrolyte with those using tetraethyl ammonium (TEA) BF4-based electrolyte, which has a larger effective ion size due to ion pairing, the EMI-Tf can generate larger strains and has larger capacitance [Janno]. Increasing the ion mobility would, therefore, significantly help increasing both the strain ratio and the maximum strain of EAPs [biomedbook].

Several approaches can be used for increasing ionic conductivity. It is general knowledge from the field of battery polymer electrolytes that changing the monomeric sequence [ref.req.], adding plasticizers [Dias] or nano-particle fillers [Ahmad] all have proven successful strategies. In this context, 
MD simulations have helped generating a detailed view of the ion movement processes, and has been frequently used to study electrolyte systems [Heiki, Daniel, Anti, Borodin, etc].

In this study, the structure-dynamic properties of ionic motion in EAPs based on CDC carbon and EMI-BF4 ILs are investigated using MD simulation techniques. Changes in the microstructure are investigated when the charge accumulated in the carbon electrodes is varied, in an attempt to fundamentally understand the volume change causing actuation, and to search for strategies for enlarging peak strain and ion mobility.

Methodology

The method of Molecular Dynamics (MD) is based on step-wise calculations of the forces acting on each atom within a fixed model. This force field is composed of the chemical interactions in the system: bond stretchings, bond angle vibrations, dihedral angle torsion rotations, van der Waals forces, and electrostatic interactions. The net force acting on an atom from all other particles in the system, together with its current position and velocity are used to calculate its position and velocity at the next time-step. This generates trajectories of all the particles in the model. By continuously sampling the atomic coordinates, diffusion coefficients and other macroscopic characteristics can be estimated, while transport mechanisms also can be analyzed on a more subtle molecular level. [Rapaport]

In this work, the simulation results were generally analyzed by Radial Distribution Functions (RDFs) and Coordination Numbers (CNs), while Space Distribution functions [Liu-2004] were used to find the coordination sphere radii and the most frequent interaction sites for ions and molecules.


Simulated systems

Nanoporous amorphous CDC carbon consists of slightly curved graphene-like sheets, for which the amount of long-range ordering depends on the quenching rate [Palmer]. The structure was here approximated by separate slightly curved graphene flakes of similar sizes with 24 to 27 aromatic rings each. If the flakes were larger than that, then the number of flakes in the simulation box would be so small that the structur would not be amorphous. To gain insight into the dynamical behaviour of the ion conduction mechanism during actuation, the charge of the CDC carbon was varied between +2, 0 and -2 unit charges per carbon flake for all flakes in the MD box, whereafter the anion-cation ratio was adjusted to maintain electroneutrality. 

The carbon to IL (here: EMI-BF4; the molecular structure and atom labels used are presented in Fig. 1) ratio was also varied, in the proximity of experimentally estimated values[Janno, Arulepp]. 

Due to its chemical inertness and low concentration, the polymer binder was excluded in the simulations. 

The three different components – carbon flakes, EMI+ cations and BF4- anions – were inserted into four MD boxes according to Table 1.

Table 1: Description of simulated systems

	System nr.
	IL:Carbon mass ratio
	Carbon
	EMI+ cations
	BF4-  anions
	Cell size
	Density

	
	
	mass-%
	No. of flakes
	Flake charge 
	mass-%
	No. of cations
	mass-%
	No. Of anions
	(Å)
	(g/cm3)

	1
	1.89
	34.6
	24
	+2
	32.6
	165
	32.8
	213
	41.12
	1.34

	2
	1.89
	34.6
	24
	0
	36.7
	186
	28.7
	186
	41.47
	1.31

	3
	1.89
	34.6
	24
	-2
	40.9
	207
	24.5
	159
	41.75
	1.28

	4
	1.13
	47.0
	24
	0
	29.8
	111
	23.3
	111
	42.38
	1.33
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Figure 1: Atom labels used for the ionic liquid EMI-BF4

Construction of simulation cells

Separate slightly curved graphene flakes were used to create a structure resembling CDC carbon. The individual shapes of the flakes were initially created in planar form by putting together 6-member carbon rings with occasional 5-member rings (defects). The energy of the flakes was minimized by 1 ns long MD simulations in vacuum with 0.1 fs timestep in NVE ensemble using DLPOLY energy minimization routine

 with the same forcefield as was used in the following MD simulations of the uncharged flakes. The defects caused the flakes to bend. To allow some variation of the carbon flakes, 8 different types of flakes were created with 24-27 aromatic rings in each flake, including 0-3 5-sided rings. In  the following MD simulations, 3 flakes of each type were included, thus resulting in 24 carbon flakes per system. An example of the shape one carbon flake after equilibration is depicted in Fig. 2. The detailed parameters of each flake are listed in Appendix X.


The amorphous structure of the simulated material was generated with Monte Carlo inspired methods, using in-house software [mcgen]. The carbon flakes were rotated in rigid body manner and sequentially inserted in random locations where the atoms would not coincide with each other until the required density was achieved. Anions and cations were thereafter sequentially inserted into random locations in the carbon matrix until sufficient density was achieved.

The models were created in cubic simulation boxes measuring 40×40×40 Å with periodic boundary conditions. The model with neutral carbons was created first, while for the systems with charged carbon the configuration of the carbon flakes was left unchanged, but their partial atomic charges were modified according to QC calculations described below. All flakes in a system were given equal charges. To maintain both mass and electroneutrality, 27 anions were removed and 21 cations were inserted for each +2e increase of the charge of a carbon flake. The compositions of all studied systems are listed in Table 1.


[image: image2]
Figure 2. Shape of a carbon flake consisting of 27 aromatic rings, one with 5 carbon atoms (flake no. 2 according to Appendix X, Table X).

Force fields

The force field used was a combination of parameters derived from quantum chemical calculations and force fields found in literature. The partial charges  for carbon and hydrogen atoms in the graphene flakes were calculated for each charge (0, +2 or -2) and for each type of the carbon flake (with different number and location of defects) using PM6 [PM6] semi-empirical optimization method with open shells (UHF). An example of the charges is represented in Fig. 3. The complete list of partial charges in each type of carbon flakes can be found in Appendix X. 

Parameters for bonded interactions between carbon atoms within the carbon flakes were taken from Walther et al. [Walther], while 
parameters from AMBER [AMBER] were used for hydrogen atoms at the edges of the carbon flakes. 

The description of the EMI-BF4 interactions was taken from Lopes et al. [Lopes]. van der Waals forces between atoms with force fields originating from separate sources were calculated using standard combination rules (1) for the Lennard-Jones potential (2) parameters for each atom pair (1 and 2 subscripts denote Lennard-Jones parameters of the atom types):
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(1)
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(2)

All force field parameters are presented in Appendix 1.


[image: image5]
Figure 3: Partial charges of a carbon flake (type no. 7, Appendix X) with flake charge -2.

Simulation details

Each system was first equilibrated by a 2 ns long MD simulation in the NVT ensemble at 293 K temperature in the original 40 Å cubic cell to relieve internal stress originating in the generation. Thereafter,  a 10 ns long simulation followed in the NPT ensemble at 293 K temperature, using a Nose-Hoover barostat with 1 at pressure and a relaxation time of  0.3 ps. 

The simulations used a Verlet leap-frog algorithm with 1 fs timestep. Temperature was kept at 293 K by a Nose-Hoover thermostat with 0.1 ps relaxation time. Ewald summation with 10-5 precision was used for all electrostatic interactions. The cubic symmetry of the simulation cell was retained in all simulations.

Analysis methods

Pore size and content distribution

The spaces between carbon flakes were modeled as an array of non-overlapping spheric pores. The pores were found by starting with a grid of equally spaced dots covering the whole simulation cell. Around each dot a sphere was created with the radius equal to the distance from the nearest CDC carbon or hydrogen atom minus the van der Waals radius of the atom. The spheres were then sorted by size and all spheres overlapping with a sphere larger than themselves was deleted. The number of cations and anions with their central point within the pore radius were counted and the distribution of sphere sizes were divided into subdivisions based on the number of cations within each pore.

Results

System description

The volume of the system has stabilized to 71 nm3 after the first 1 ns of the simulation in NPT ensemble (Fig. 4), the density 1.31 g/cm3 (Table 1) is similar to the measured density (~1 g/cm3) of an actual actuator [private communication with Janno].

The carbon and IL are evenly distributed in the simulation cell with no large-scale phase separation (Fig. 5, 6). 
In the first coordination sphere of cations around carbon flakes the preferred orientation of cations is parallel with the carbon surface so that N1...C and N2...C distances are equal to 5.0 Å (Fig. 7). 

Pore sizes

The average diameter of pores able to contain just one cation is 6 Å and the diameter of pores containing one anion is 4 Å, due to different sizes of the ions. Pores containing two ions of the same kind (either two cations or two anions), have equal diameter about 9 Å. The absence of size difference in this case can probably be attributed to those clusters also containing similar number of counterions.

Ion-ion interaction

When the size of the pore allows, a cation is always surrounded by anions, which can be located in several locations around the cation. In the first coordination sphere with about 6...7 Å radius around any of the aromatic ring atoms there  are typically 3 to 4 anions as can be seen from the CN curves on fig. 8 and 9. The anions can approach a flat symmetric cation from both sides and the symmetry of the cation allows the mirror configurations also to take place.

A configuration with 3 anions is depicted on Fig. 7. The anions can approach a flat symmetric cation from both sides. Here anion No. 1 is most closely coordinated with the C1a atom, being located in its first coordination sphere with 3.9 Å radius (First peak for C1a...B in Fig 9). Equal 4.8 Å distances from both C2a and C3a atoms show it is in the second coordination spheres of both atoms, which have radii of 5...6 Å (C2a...B and C3a...B second peaks in Fig. 9). Only one anion is on this side of the cation plane, so it can undisturbedly coordinate with both the methyl and ethyl groups of the cation. It is in the first coordination spheres of both functional groups, but showing a preference to the ethyl group. Distances 4.3 Å and 4.4 Å to the ethyl group C1e and C2e atoms (Fig. 7) are equal with the mean radii of the first coordination spheres of the C1e and C2e atoms. The 4.4 Å distance to the methyl group Cm atom (Fig. 7) is larger than the 4.0 Å mean radius of its first coordination sphere (first peak of the Cm...B line in Fig. 10), but it is still within the limits of the first coordination sphere.

On the other side of the cation plane, there are two anions (No. 2 and 3 in Fig. 7). Only one of them can be coordinated with the methyl and the other with the ethyl group, but both can be coordinated with the aromatic centre of the cation. Here anion No. 2 is coordinated with the methyl group carbon Cm, which has first coordination sphere with 4.0 Å radius (Fig. 8) and also with the aromatic ring atom C1a, which has 3.9 Å first coordination sphere radius. Distances 5.5 Å and 6.0 Å from C3a and C2a place this cation in the second coordination spheres of those atoms (second coordination sphere radii for C2a and C3a are between 5 and 6 Å, Fig. 10). Anion No. 3 (Fig. 7) is in the first coordination spheres of atoms C1a, C2a and C1e and in the second coordination sphere around C3a. 



Cations and carbon flakes

The preferred orientation for cations is parallel with the carbon flake surface as depicted in Fig. X20. This configuration is indicated by the equal radii (between 4.1 Å and 4.5 Å) for the first coordination spheres of CDC carbon around all carbon atoms in the cation. Atoms C1a, C2a, C3a (Fig. X24), N1, N2 (Fig. X22), Cm, C1e and C2e (Fig. X23) all have the first coordination sphere of CDC carbon with radius near 4.2 Å.

The CN for C1a, C2a, C3a (Fig. X24), C1e and C2e (Fig. X23) with CDC carbon is about 4 at 4.5 Å radius. The CN is different for Cm (CN value 5 at 4.5 Å, Fig. X23). For N1 and N2 the CN is smaller than for other ring atoms: 3.2 at 4.5 Å, which indicates that only 80% of cations near the carbon surface are in the parallel configuration while 20% are in another configuration, with the aromatic ring transverse with the carbon surface and the N1 and N2 nitrogen atoms at equal distance from the carbon surface (Fig. X21). The carbon surface is coordinated with either C2a and C3a atoms (as depicted in Fig. X21) or with C1a atom. 

Anions and carbon flakes


The effect of charged carbon flakes

When a carbon flake is charged positively, it not only repels the cations, but also rotates them. When the carbon flake charge is increased from 0 to +2, the typical angle between carbon plane and N1...N2 line is  rotated by 11 degrees, from 0 (parallel to surface) to 11 deg, indicated by the difference in shifts of N1...C and N2...C coordination sphere radii from 5.0 to 5.7 Å for N1...C (Fig. X11) and from 5.0 to 5.3 Å for N2...C (Fig. X12). No rotation of cations can be seen in case of negatively charged carbon flakes.

The proportion of cations oriented perpendicularly to the carbon flakes (Fig. X13) is significantly increased when the carbon flakes are charged positively. 

Other effects

Conclusion


[image: image6]
Figure 4: Volume of the uncharged system during simulation in NPT ensemble. The energy equilibration routine was used during the first 200 ps, followed by regular MD simulation.
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Figures 5, 6: Carbon and IL part of the system with uncharged carbon after MD simulation.
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Figure 7: Typical configuration of anions coordinated with an cation. Central (boron) atoms of the anions have been numbered for referencing.
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Figure 8: Radial distribution function for nitrogen atoms of the cations and boron atoms of the anions in the system with uncharged carbon flakes.
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Figure 9: Radial distribution function for carbon atoms in the aromatic rings of the cations and boron atoms of the anions in the system with uncharged carbon flakes.


[image: image12]Figure 10: Radial distribution function for functional group carbon atoms of the cations and boron atoms of the anions in the system with uncharged carbon flakes.
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Figure X20: Configuration of a cation flat over the carbon flake surface.

Figure X21: Configuration of a cation coordinated with a carbon flake through C1a and C1e atoms (aromatic ring is perpendicular to the carbon surface).
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Figure X22: Radial distribution function for aromatic ring nitrogen atoms of the cations and carbon atoms of the CDC carbon in the system with uncharged carbon flakes.
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Figure X23: Radial distribution function for functional group carbon atoms of the cations and carbon atoms of the CDC carbon in the system with uncharged carbon flakes.


[image: image17]Figure X24: Radial distribution function for aromatic ring carbon atoms of the cations and carbon atoms of the CDC carbon in the system with uncharged carbon flakes.
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Figures X5, X6: Carbon and IL part of the system with uncharged carbon after MD simulation.

Figures X11 and X12: RDF between carbon flakes and cation nitrogen atoms.


[image: image20]
Figure X13: cluster of ions around a carbon flake with +2 charge. The highlighted cation configuration is specific to positively charged carbon flakes and unlikely to be present in systems with neutral carbon flakes.
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�We also need to state in the introduction what EAP system we are analyzing, not oly the methodology...


�These are only methods for analysing the strucutre �what about dynamics?


�Vastus autorile  daniel (02.01.2011, 15:34): "..."


I will add dynamics here after I have used them in the Results part.


�Is this not non-standard as compared to QC minimization?? And how is the energy minimized if energy is constant?


�I do not know how the energy is maintained and minimized at the same time, but DL_POLY manual is also using the term „NVE ensemble“ for this method.





If there are slight differences in the flake shape, those should relax very quickly, because the vibration period for a bent  flake in MD simulation vacuum in NVT ensemble is only about 1 picosecond.


�Somewhre in supplementary materials should be the whole list and detailed description of these flakes


�Kas j臺 nii, et jv舁i ja optimaalne C-C kaugus laengust ei olenenud ?


�From Tarmo: Can the covalent bonds be added in this figure? 


�After the even distribution:


How many ions are between the carbon flakes?


�The first coordination spheres of C3a...B (Fig. X9), N1...B and N2...B (Fig. X8) and the second coordination spheres of N1...B (Fig. X8), C1e...B (Fig. X10) and C1a...B (Fig. X9) still need configuration pictures to explain them. 


�Jumped too fast to the charged state. First the static description and the dynamic properties need to be laid out precisely.


�Does the charging change the ration of flat configuration and this configuration?
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