Molecular Dynamics simulations of EMI-BF4 in nanoporous carbon actuators
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Abstract
Electroactive polymer material composed of Carbide Derived Carbon (CDC) and 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI-BF4) ionic liquid (IL) was modeled using Molecular Dynamics (MD) methods to determine the structural changes leading to actuation. CDC was represented as separate curved graphene-like flakes with charge +2, 0 or -2 on each flake with 24-27 aromatic rings each. The charge distribution in the flakes was determined by PM6 semi-empirical optimization. The structural properties were analyzed using radial distribution functions (RDF) and space distribution functions (SDF), revealing preferentially parallel orientation for cations over negatively charged CDC surface, but flipping or rotation of the cations over positively charged CDC surface. Changes in pore occupancy with each type of ions were observed between 4Å and 7Å pore sizes, which together with the replacement of cations with smaller anions could be responsible for the volume decrease of the anodes (and vice versa for the volume increase of catodes) in this type of EAP.
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1. Introduction

Electroactive polymers (EAP) are materials which change their shape in response to electric stimulation, and are therefore useful as lightweight actuators in space industry [1], medicine applications [2], or biomimetic robotics [3,4]. EAPs can generally be divided into two basic categories: ionic and electronic EAPs. Ionic EAPs act by ion/ionpair relocation during actuation, a process similar to supercapacitors. They are better suited for miniature devices, since they can be operated under low voltage (1-10V) [5]. However, most ionic EAPs offer only small force, display low electromechanical efficiency, and have short lifetime compared to traditional electromechanical actuators. Several practical solutions have been proposed to improve the total actuator force; e.g., designing specific shapes [6] or bundling multiple actuators [7]. In order to increase the efficiency, however, it is vital to understand the details of the actuation process and the ion migration at atomistic level [5].

Ionic EAP materials are composed of three basic components: a porous electrode material (often carbon), an ionic transfer media, and a polymer binder which adds toughness and flexibility. Several types of micro-porous carbon composite materials have been used in supercapacitors, where charges accumulate in a double layer on a large surface area. Carbide Derived Carbon (CDC) capacitor capacitance is mainly determined by two components [8]: electrostatic/double layer capacitance [9] and faradaic/pseudocapacitive components [10]. Pore diameters smaller than 1 nm result in higher capacitance due to larger surface area and confinement effects [11]. CDCs are one of the best known nanoporous materials for ion storage, since the pore-size is uniform and can be fine-tuned in a wide range [12]. For EAP applications, ionic liquids [13] (ILs) are frequently used as ion transfer media. ILs, or molten salts, consist of charged particles without additional solvent. Due to their low vapor pressure, ILs avoid evaporation of the electrolyte when functioning in a dry environment. IL electrolytes can also improve the cycle lifetime of the material compared to water based electrolytes [14]. The EAP actuator comprise two electrode sheets of the above mentioned components laminated together, with an ion-permeable membrane in between, impregnated with electrolyte.

Different kinds of ion storage, ion transport medium, binder and membrane materials offer countless possibilities for EAP construction. For example, IL electrolytes in Nafion membranes have been tested in combination with metal [15], carbon nanotubes [16], CDC [17] or RuO2 [16,17] electrodes. CDC in a polytetrafluoroethylene (PTFE) matrix has also been used as electrodes, in combination with an IL electrolyte and an ion permeable paper membrane [18]. Asaka et al. [19,20] have studied carbon bucky gel actuators, where the electrodes contain carbon nanotubes in different ILs, supported by polyvinylidene fluoride (PVDF)-based binders [19]. The largest strain was achieved by using 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI-BF4) as the IL [20]. Carbon nanotube sheets have also been demonstrated to work as actuators in water based electrolytes [21].

The EAP bending motion is caused either by electrode or membrane expansion at one side of the device and/or contraction at the other side, upon actuation. The mechanisms causing the expansions and contractions are still to a large degree debated [22]. Suggestions include bond length changes due to repulsive Coulomb forces  accompanying double layer charging [21], insertion of counterions [23], electro-osmosis [24], electrostatic repulsion of the charged molecules in the material [21], decreased interfacial tension at the pore surfaces due to change in double-layer charges [25], etc. A correlation has been found between increased accumulation of ions on the electrode surface (i.e., the capacity) and improved peak strain [16], but that result was seen to be dependent on electrolyte type [18]. Considering the large influence from the choice of IL or the type of carbon on the EAP performance [17,18], it is likely that the primary factor for strain ratio and maximum strain is the ionic transport and structure rather than changes in electronic configuration. For example; when comparing EAPs with EMI-trifluoromethanesulfonate (EMI-Tf)-based electrolyte with similar materials using tetraethyl ammonium (TEA) BF4-based electrolyte, which has a larger effective ion size due to ion pairing, the EMI-Tf can generate larger strains and has larger capacitance [18]. Increasing the ion mobility could, therefore, significantly help increasing both the strain ratio and the maximum strain of EAPs [14].

Several approaches can be used for increasing ionic conductivity. It is well known from the field of battery polymer electrolytes that changing the monomeric sequence [26], adding plasticizers [27] or nano-particle fillers [28] all have proven successful strategies. In this context, MD simulations have helped generating a detailed view of the ion movement processes, and have been frequently used to study electrolyte systems [29-35]. In this study, the structure-dynamic properties of ionic motion in EAPs based on CDC carbon and EMI-BF4 ILs are investigated using MD simulation techniques. Changes in the microstructure are investigated when the charge accumulated in the carbon electrodes is varied, in an attempt to fundamentally understand the volume change causing actuation, and to search for strategies for enlarging peak strain and ion mobility. To our knowledge, this is the first MD simulation of a CDC-based actuator material.
2. Methodology

The method of Molecular Dynamics (MD) is based on step-wise calculations of the forces acting on each atom within a fixed model. This force field is composed of the chemical interactions in the system: bond stretchings, bond angle vibrations, dihedral angle torsion rotations, van der Waals forces, and electrostatic interactions. The net force acting on an atom by all other particles in the system, together with its current position and velocity, are used to calculate its position and velocity at the next time-step; generating trajectories of all the particles in the model. By continuously sampling the atomic coordinates, coordination numbers, diffusion coefficients and other macroscopic characteristics can be estimated, while transport mechanisms also can be analyzed on a more subtle molecular level [36].

2.1 Simulated systems
Nanoporous amorphous CDC carbon consists of slightly curved graphene-like sheets, for which the amount of long-range ordering depends on the quenching rate [37]. This structure was here approximated by slightly curved graphene flakes of similar sizes with 24 to 27 aromatic rings each. The number of flakes (24 per MD box) was chosen based on the consideration that the simulation box should contain enough flakes for the carbon structure to be amorphous. To gain insight into the structural changes associated with the ion conduction mechanism during actuation, the charge of the CDC carbon was varied between +2, 0 and -2 unit charges per carbon flake for all flakes in the MD box, whereafter the anion-cation ratio was adjusted to maintain electroneutrality. The carbon to IL (here: EMI-BF4; the molecular structure and atom labels used are presented in Fig. 1) mass ration was fixed at 1.89, which is in the proximity of experimentally estimated values [18,38].  Due to its chemical inertness and low concentration, the polymer binder was excluded from the simulations. The three different components – carbon flakes, EMI+ cations and BF4- anions – were inserted into four MD boxes according to Table 1.

2.2  Construction of simulation cells

Separate slightly curved graphene flakes were used to create a structure resembling CDC carbon. The individual shapes of the flakes were initially created in planar form by putting together 6-member carbon rings with occasional 5-member rings (defects). The energy of the flakes was minimized by a Molecular Mechanics routine in DLPOLY [39] (1 ns long simulations in vacuum with 0.1 fs timestep using energy minimization). The defects caused the flakes to bend. To allow some variation of the carbon flakes, 8 different types of flakes were created with 24-27 aromatic rings in each flake, including 0-3 5-member rings. In the following MD simulations, 3 flakes of each type were included, thus resulting in 24 carbon flakes per system. The detailed parameters of each flake are listed in Appendix 1.

The amorphous structure of the simulated material was generated with Monte Carlo inspired methods, using in-house software [40]. The carbon flakes were rotated in rigid body manner and sequentially inserted in random locations. Anions and cations were thereafter sequentially inserted into the carbon matrix until the box was filled, generating a density of 1.46 g/cm3. The models were created in cubic simulation boxes measuring 40×40×40 Å with periodic boundary conditions. The model with neutral carbons was created first, while for the systems with charged carbon the configuration of the carbon flakes was left unchanged, but their partial atomic charges were modified according to quantum chemical calculations described below. All flakes in a system were given equal charges. To maintain both mass and electroneutrality, 27 anions were removed and 21 cations were inserted to the system when charge on carbon flakes was changed from 0 to +2 and vice versa for charge -2. The compositions of all studied systems are listed in Table 1.
2.3 Force field

The force field used was a combination of parameters derived from quantum chemical calculations and force fields published in the literature. The partial charges on carbon and hydrogen atoms in the graphene flakes for charged flakes (+2 or -2 charge) were calculated for each type of carbon flake (with different number and location of defects) using PM6 [41] semi-empirical optimization method with open shells (UHF).
For neutral carbon flakes, the average partial charges of hydrogen atoms for the flake type without defects were calculated using PM6 method and the same charges used for all hydrogen atoms in all flake types. The charges on carbon atoms were chosen to maintain electroneutrality over each flake type with different number of carbon atoms.
 A complete list of partial charges in each type of carbon flakes can be found in Appendix 1. Parameters for bonded interactions between carbon atoms within the carbon flakes were taken from Walther et al. [42], while parameters from AMBER [43] were used for hydrogen atoms at the edges of the carbon flakes. The description of the EMI-BF4 interactions was taken from Lopes et al. [44]. Van der Waals forces between atoms with force fields originating from separate sources were calculated using standard combination rules (1) for the Lennard-Jones potential (2) parameters for each atom pair (1 and 2 subscripts denote Lennard-Jones parameters of the atom types):
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All force field parameters are presented in Appendix 2.

2.4  Simulation details

Each system was first equilibrated by a 2 ns long MD simulation in the NVT ensemble at 293 K temperature in the original 40 Å cubic cell to relieve internal stress originating in the generation. Thereafter, a 10 ns long simulation followed in the NPT ensemble at 293 K temperature, using a Nose-Hoover barostat with 1 atm pressure and a relaxation time of 0.3 ps. The simulations used a Verlet leap-frog algorithm with 1 fs timestep. Temperature was kept at 293 K by a Nose-Hoover thermostat with 0.1 ps relaxation time. Ewald summation with 10-5 precision was used for all electrostatic interactions. The cubic symmetry of the simulation cell was retained in all simulations.

3. Results and discussion

3.1 System description

After equilibration, the box volume increased slightly, generating stable densities for all simulated systems at ~1.3 g/cm3 (Table 1). This result is comparable to values of the measured density (1.0-1.3 g/cm3) of an actuator based on these materials [45], but that is also a system consisting of other components such as polymer binders, and where the density varies substantially due to inhomogeneous results of the synthesis process. The decreasing densities also indicate that the initial box generation was satisfactorily. The carbon flakes and ions were evenly distributed in the simulation cell after equilibration, without any detectable phase separation (Fig. 2).

3.2 Pore size and content distribution

The pore size distribution was estimated from the spaces between the carbon flakes; modeled as an array of non-overlapping spherical pores. The pores were found by starting with a uniform grid covering the whole simulation cell. A sphere was created around each grid point with a radius equivalent to the distance to the nearest CDC atom (minus its van der Waals radius). The spheres were thereafter sorted by size and overlapping spheres of smaller size were deleted, thus generating a picture of the overall pore size distribution; see Fig. 3. 
It is clear from Fig. 3 that although the number of very small pores is large, the total volume of the different pore sizes is rather uniform up to 8 Å, whereafter a decrease in the volume (and number) is visible. A few pores with substantial pore diameter (e.g., 1.3 and 1.6 nm for 0 charge) also exist. The lack of any larger pores can be explained by the size and density of the simulation box, which effectively reduces the possibility of forming large distances between the CDC flakes. 
The pore size distribution in CDC can be experimentally estimated by BET nitrogen absorption. However, the experimental data vary substantially in literature, and is very dependent on the synthesis technique. In for example one sample [46], also shown in Fig. 3, the pore size had a peak at 7 Å, a minimum at 9.5 Å and uniform distribution of pores with sizes ranging from 11 to 20 Å. These data display a similar pattern to the simulated pore size distribution here, although the numbers are somewhat different. Generally, the pore volume is also larger in the estimates from the simulation data. The discrepancies can be explained by that the simulated carbon was not generated from a crystalline precursor, and that BET measurement only generates approximated values and tend to neglect very small pores (<5 Å).
When the carbon flakes are charged positively or negatively, the distribution of pores larger than 7 Å changes, while the pore size distribution of pores smaller than 6 Å is unchanged. This finds a correspondence in the experimental observation [47] that the largest EAP strain come from CDCs with large amounts of pores larger than 10 Å. This, in turn, can be due to the ion distribution inside the pores. Due to the different sizes of cations and anions, they occupy differently sized pores in the CDC, while small pores are left unoccupied, and are therefore less affected by the charging of the carbon flakes. This is illustrated in Fig. 4: most pores are empty up to 6 Å diameter, and BF4- anions can occupy much smaller pores than EMI+. Larger pores can contain clusters with larger numbers of cations and anions (clusters with two anions and two cations can be most often found in pores with 9 Å diameter), and this can give rise to structural reorganization during charging.

Fig. 5 illustrates the shift in pore occupancy, depending on the actuator charge. This is due to both relocation of the ions upon charging, and due to changing pore sizes. When the carbon flakes are positively charged, a small proportion the cations move into slightly larger pores, due to the unfavorable electrostatic interaction with the carbon atoms; the mean size of a pore containing a single EMI+ cation increases from 6 Å to 7 Å. On the other hand, when the carbon flakes are negatively charged, a significant amount of cations move into smaller pores with only 4 Å diameter – almost the smallest pore size which can host an EMI+ ion. The EMI+ ions also attract the negatively charged carbon flakes towards it, thereby effectively reducing the pore sizes. Naturally, this effect is reversed for the BF4- cations: the move into larger pores during negative charging, where they can pair up with EMI+. During positive charging, the most frequent pore size containing a single anion stays at 3-4 Å (due to steric hindrance, the anions have difficulties moving to smaller pores), but the number of ions occupying this pore size increase. 

3.3 Carbon flake interactions with ions
The structural properties have here been determined by the radial distribution function (RDF), whose integral is equivalent to the coordination number (CN) function. By calculating the RDF for different spherical directions, the Spherical Distribution Function (SDF) can be obtained. 

According to the quantum chemical calculations, the average charge of a carbon atom in a neutral carbon flake is -0.05 e, while the average charge of terminating hydrogen atoms is +0.16 e. However, the charge is not uniformly distributed in the structure of the flake, but comprises a span of a charge difference of 0.25 e, which is more than the difference between the average carbon atom charge in a positively charged flake and that of negatively charged flake. Each carbon flake in fact contains both positively and negatively charged carbon atoms. Nevertheless, the on average positively charged CDC carbon atoms in a neutral flake are more closely coordinated to cations than anions, which can be seen in the RDFs in Fig 6. For example, at the distance 5.5 Å from the CDC carbons, the CN = 1.24 for the cation, and 0.84 for the anion. It is also obvious from Fig. 6 that there exists a first coordination sphere for cations around CDC carbon at ~4.3 Å, although CN reaches 1 first at 5.2 Å distance.

Different atoms of EMI+ cations can coordinate directly to the CDC carbons, which in turn generates a picture of the preferred orientation of the cations towards the carbon flakes. Fig. 7 shows the RDFs between CDC and different cation atoms. In the first coordination sphere, the preferred cation orientation is planar and parallel to the carbon surface, indicated by equal 4.2-4.3 Å distances to all aromatic ring atoms in the first coordination sphere of the CDC carbon. An example of such a configuration is also depicted in Fig. 8a. Also, the non-aromatic EMI+ carbon atoms (C1e, C2e and Cm) are generally found at 4.2-4.3 Å distance values, which is not strange considering that these units carry positive partial charges. 
Another configuration which can be found in the systems is where the EMI+ ion is coordinated perpendicular to the CDC surface; i.e., where the CDC carbons are coordinated directly only to the C2a and C3a carbons on the aromatic ring (see Fig 8b). This is also indicted by the 5.0 Å peaks in the RDFs for N1…C and N2…C, and the >6 Å peak for the C1a…C RDF (see Fig. 7a). 
The parallel configuration is more common, and can be found for ~80 % of all cations on the CDC surface, which can be determined from the ratio of coordination numbers for CCDC...C2a (CN = 0.48) and CCDC...N1 (CN = 0.38) at the same 4.5 Å distance. There are also rare cases where the CDC carbons are coordinated to either the methyl or ethyl end groups of the EMI+ ions. 
When the carbon flakes are positively charged, the electrostatic repulsion causes ~15 % of the cations to turn 90º around the C2a-C3a bond (i.e., around the x-axis in Fig. 1), thereby generating a perpendicular orientation to the carbon surface. This can be seen as a small shift in the CCDC...C1a coordination from a coordination distance of 4.3 Å to 6.3 Å (Fig. 7a and b), while the coordination to C2a (Fig. 13) and C3a remain virtually unchanged. The reason for this rotation is that the partial positive charges of the EMI+ ions are more concentrated to the C1a part of the aromatic ring (+0.40e as compared to +0.16e for the C2a/C3a side), and is therefore more strongly repelled. During the rotation, the outer ethyl group atom C2e remains coordinated to the carbon surface at 4.2 Å distance, while the inner ethyl group atom C1e is moving away from carbon surface, from a coordination distance 4.2 Å to 5.2 Å (Fig. 7b), which is slightly surprising considering the free rotation of the C2e atom and its positive partial charge. It is thus probable that this is a steric effect

The EMI+ cation also rotates around the axis perpendicular to the aromatic ring plane (the z-axis in Fig. 1) when the carbon is positively charged. On average, the ion rotates 11º due to a stronger repulsion of the ethyl than the methyl group. This is indicated by the CCDC…N1 coordination distance increasing from 5.0 Å to 5.7 Å, while the CCDC…N2 coordination only increases from 5.0 Å to 5.3 Å (Fig. 7a and b). A tendency for some cations to rotate 90º around the y-axis in Fig. 1 can also be noticed, resulting in an increased proportion of cations oriented with either the methyl or ethyl EMI+ end groups towards the carbon flake instead of being parallel to the surface.

When the carbon flakes are charged negatively with charge -2e on each flake, the cations, to some degree, rotate in the opposite way as compared to the positive charge; i.e., with stronger coordination to the more positively charged part of the ion. This is visible through a preferred coordination to the CDC carbon surface from the C1a carbon atom (see Fig. 7c). This configuration is 7 % more common than coordination to C2a or C3a, according to the ratio between CCDC...C1a and CCDC...C2a CNs at 5 Å distance. The cation does not rotate around the axis perpendicular to the aromatic ring plane (z-axis in Fig. 1) during negative charging, which is indicated by the equal shifts of the CCDC...N1 and CCDC...N2 RDFs. The reason for the cation rotations being less pronounced for negative than for positive charging of the carbon flakes is due to the positive electrostatic attraction between negative CDC and EMI+, which only renders the preferred coordination configurations from the neutral state more pronounced. This is seen as a general shift of the RDFs to lower values during negative charging (Fig. 7a and c).  
The anions coordinate to the CDC carbon within two less well-defined coordination spheres with radii 4.6 Å and 6.4 Å; the corresponding accumulated coordination numbers are 0.6 and 2.8, respectively (see Fig. 6). The first coordination sphere corresponds to a direct coordination, while the second represents anions coordinated primarily to cations in the vicinity of CDC carbon. Due to the small size of the anion, which makes it easier for it to move and reorient, its coordination is more sensitive to charging of the carbon flakes than that of the cation. Generally, the anions move between the three coordination spheres of the carbon flakes during charging, with the first preferred at positive charging and the third preferred at negative. When the carbon flakes are positively charged, the coordination number for CCDC...B at 5.2 Å (corresponding to the first coordination sphere) increases from 0.6 to 1.3, while it drops to only 0.3 for negative charging. 

3.4 Ion-ion interaction

When the pore size so allows, a cation is always surrounded by one or more anions, which can be located in several locations around the cation. If the centre of the aromatic ring is denoted X, a strong maximum in the X…B RDF can be noted at 4-6 Å distance (see Fig. 9). In this first coordination sphere, the EMI+ cations are typically coordinated by 4 BF4- anions. This coordination is rather independent of the CDC charging, although the CN increases slightly for negative charge and decreases for positive charge. One explanation for this behaviour could be that the positive charging stimulates the anions to move into smaller pores (see Fig. 4), where they are inaccessible for cation for coordination, which has less correspondence for negative charging due to the immobility of the bulky EMI+ cations.   

In order to get the full picture of the ion-ion coordination, the SDFs are plotted in Fig. 10 with the cation in two different planes. It is obvious that there are three more strongly preferred location sites for the anions: two near the C1a atom, almost symmetrically on each side of its mirror plane. These anions generally coordinate to the C1a, N1 and C1e atoms or to the Cm, C1a atoms and one of the ethyl carbons, respectively; both ions having a tridentate coordination with one F atom coordinating one C or N atom on EMI+. The third site is located close to the Cm and C1a, also in a tridentate coordination with the third F atom coordinating to N2. These locations also represent the areas around the EMI+ ions where the accumulated positive partial charge is the largest (the most positive partial charges can be found on the aromatic hydrogen, followed by N2), and is therefore energetically favorable for BF4- anion. It is also visible in Fig. 10 that there is a high probability of finding a fourth anion around the C2e group, which also carries a substantial positive partial charge. However, the free rotation around the N1-C1e axis result in many energetically favorable positions for C2e group (visible as a dark blue ring in Fig. 10a), which, in turn, results in a less exact position for the fourth coordinating anion.   
3.5 Mirror symmetry of the cation

The force field of the cations is completely symmetrical with respect to the aromatic ring mirror plane, so the anions can be expected to coordinate equally to both sides of the cations. The side of the cation can be distinguished mathematically by the sign of the C1a-N1…N2...B dihedral angles, so that positive numbers correspond to one side, and negative to the other. The distribution of dihedral angles is indeed symmetrical, and independent of the charge on carbon flakes. The total number of anions on each side of the cation is on average 2 on each side irrespective of charge. 
However, this does not mean that any particular cation should have two anions on each side, since the local environment can be less symmetrical. Fig. 11 illustrates the anionic distribution on either side of the cationic symmetry plane exclusively for the situations where the number of ions on different sides is unequal. It is then visible that the most common uneven distribution of anions is to 3:1, with the more populated side having 2-4 anions, and the less populated having 0-2 anions. Charging the carbon flakes does not significantly affect the number of anions on the more populated side, but induces a significant redistribution of the anions on the less populated side. In the positively charged system, the distribution becomes more symmetrical with less systems displaying unequal distribution, while the negatively charged system displays a less symmetrical distribution.


 For negative charging, there is also a clear increase in configurations with only one or none anions at one side of the cation. 
This asymmetry can be explained by the cations having one side against the carbon surface when it is negatively charged (see Fig. 8a), which means that less anions can coordinate on this side due to steric hindrance and unfavorable carbon-anion interactions.

3.6 Dynamic properties

The mobility of the different species in the simulation boxes can be estimated by the mean-square-displacement function (see Fig. 12); the slopes of these curves are in principle proportional to the diffusion coefficients if the simulations are allowed to run into the diffusive range. It is clear that in the system with neutral carbon flakes, the ethyl and methyl groups of the cations are the most mobile ionic components, followed by the anions. This is somewhat surprising considering the much smaller size of the anions, and must be explained by the rotations of part of the EMI+ ions. The cation aromatic ring atoms only display half the mobility of the anions. The carbon flakes, in turn, show very low mobility and can be considered more or less static.

Charging the flakes by either -2e or +2e lowers the mobility of both cations and anions approximately 3 times. This is interesting, and there is little correspondence in the structural data discussed above. One reason for this observation might be that ions get more strongly coordinated to the immobile carbon species, but this is obviously not compensated by larger anion mobility for positive charge or larger cation mobility for negative charge. Rather, introducing charge on the carbon flakes leads to somewhat of a structural rearrangement according to the discussion above, but then tend to stabilize the entire IL matrix by the more dominating electrostatic interactions in the systems. This apparently affects all ions in the systems, which could be contributed to the small pore size. If the pore size would be larger, the charged carbon would probably have less effect on the ionic movement in the middle of the pores, and thereby perhaps prolonging the actuating response time. 
3.7 Actuator movement
The simulation cell volume increased by 1.5 nm3 upon negative charging and decreased by 1.8 nm3 upon positive charging, corresponding to +2 vol% per -2e charge on each carbon flake (Table 1). This volume changes can largely be explained by the charge compensation of introducing more (large) EMI+ ions during negative charge, and vice versa, considering the volumes of the two ionic types (87 Å3 for EMI+ and 10 Å3 for BF4-). This indicates that the driving force for the actuation motion is mainly replacement of ions of different sizes during charging of the electrodes; 
however, it can also to a minor degree be considered that the volume change can be due to the movement of anions into smaller pores (Fig. 5) during positive charging and opposite during negative charging. This is indicated by that it is primarily the anions which rearrange during charging (see the CCDC...B RDF in Fig. 6). 

A typical actuator consists of two electrodes with De=100 μm thickness, separated by a separator with D=10 μm thickness. If the same 2% volume change occurred in both electrodes of such an actuator, and without considering the elastic response of the separator, the bending radius would be:
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A volume change of this nature and size has also been recorded experimentally [45].
4. Conclusions

References

Tables

Table 1. Simulated systems

	System no.
	IL:Carbon mass ratio
	Carbon
	EMI+ cations
	BF4-  anions
	Cell size
	Density

	
	
	mass%
	No. of flakes
	Flake charge 
	mass%
	No. of cations
	mass%
	No. of anions
	(Å)
	(g/cm3)

	1
	1.89
	34.6
	24
	+2
	32.6
	165
	32.8
	213
	41.12
	1.34

	2
	1.89
	34.6
	24
	0
	36.7
	186
	28.7
	186
	41.47
	1.31

	3
	1.89
	34.6
	24
	-2
	40.9
	207
	24.5
	159
	41.75
	1.28


Figure texts

Figure 1. 
The ionic liquid EMI-BF4 with atom labels.

Figure 2.
The MD simulation box, separated into the carbon flake (a) and the ionic liquid content (b).

Figure 3.
Pore size distribution in the simulate systems.

Figure 4.
Ion distribution in the pores in the simulated system with uncharged carbon flakes.

Figure 5.
Distribution of pores containing either one cation (a) or one anion (b) depending on the charge of the carbon flakes. 

Figure 6.
Radial distribution functions between CDC carbon and cation atoms (averaged for all coordinating atoms) (a) and B in BF4- (b).
Figure 7.
Radial distribution functions between CDC carbon and different cation atoms for 0 (a), +2 (b) and -2 (c) charge on carbon flakes.
Figure 8. 
Typical cation coordinations to a CDC flake: parallel (a) and perpendicular coordination (b). 

Figure 9.
Radial distribution functions between the centre of the cation aromatic ring (X) and B in BF4-.

Figure 10.
Spherical distribution functions for B in BF4- around the cations. The probability density of finding an anion at a specific location is illustrated with light blue and red colors, while the EMI+ atom mobility is represented with dark blue. Angle view (a) and top view (b). All coordinates are in Ångström, and hydrogens are omitted from the pictures.  
Figure 11.
Distribution of anions on either side of the EMI+ cation when the numbers are unequal. Distribution on the side with more anions (a) and on the side with less anions (b).

Figure 12.
Mean-square-displacement functions for different species in the simulation boxes.
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Figure 4.
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Figure 6.
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Figure 11.
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Figure 12. [This figure should have more lines added according to our discussion! Added.]
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Appendix 1

Appendix 2
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�Indexing should be uniform, either all subscript (C2a)or not (C2a).


�Perhaps it goes away as far as it can.  Rotation becomes averaged out.


�Remove plot and make a sentence that says it does not hange upon charging.


�Removed Fig. 11. The uneven distribution was depicted in Fig. 32/33 of the old version of the article, but maybe it would need some other kind of picture to explain it.


�I think it is perhaps not so wise to remove this plot, since we then have no results to discuss in this entire section. Either the figure stays and is better explained, or it is replaced by better data, or we skip this section.


�Replaced it with another plot.


�Tarmo calculated the box volume for EMI. Need the volume for BF4 too to quantify.


�EMI..87, BF4 ..10 cubic Angstroms


�How much should it be rounded?


�From these volumes the density of EMI-BF4 can be calculated as 3.4 g/cm3. If both cation and anion volumes are multiplied by 2.62 to produce the real density 1.294 g/ml (density value from sigmaaldrich.com), then the charge compensation mechanism contributes 4079 �Å3 of volume change, which is more than the total effect, so there would be other factors, which change the volume in opposite direction.


�Those anions are counted that are within 6.0 Å radius from point X.





In this version of the figure I have removed those cation.-anion clusters which have equal number of anions on both sides. 


�Changed captions, reformatted the B4C CDC line and calculated average over 28 snapshots instead of one snapshot.


�Added a legend with the probability density values.
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